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Our submission to the NOTSOFAR-1 task [1] is a modularized system consisting of sequential continuous speech separation (CSS), automatic speech recognition (ASR) and 
speaker diarization modules. The CSS system processes mixed signals in a streaming fashion, implicitly detecting overlaps and separating overlapped speech into different 
streams. The outputs of the CSS system are then regularized and fed into the ASR system to acquire transcriptions with word-level time boundaries for each stream. Finally, 
we apply speaker diarization based on the CSS results and ASR transcriptions. Our entry achieves a tcpWER of 33.5% on the evaluation set and 36.4% on the development set.
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The CSS system
The CSS system is structured within a segmentation-separation-stitching processing 
scheme, where the separation step is conducted with a conventional speech separation 
model, a lite version of TF-GridNet [2]. It is trained with a fixed input length in the 
segment-level permutation-invariant-training (PIT) manner using signal-to-noise-ratio 
(SNR) loss. We use the 200-hour version of the simulated dataset from the NOTSOFAR-1 
task to train TF-GridNet. We filter out samples where more than one speaker is present 
in a single target stream. Following the baseline, TF-GridNet outputs 3 speech streams 
and 1 noise stream. During inference, the input stream is separated into 4-second 
segments with a hop length of 2 seconds, processed by TF-GridNet. Then we stitch the 
estimated segments based on the alignment of the overlapped region and apply energy-
based channel leakage removal afterwards. 

System Overview

The ASR system
For ASR, we apply transcription with Whisper ”large-v2” [3] independently to each 
audio stream produced by CSS. We perform a series of pre-processing steps on the 
output of CSS system before sending the signal to the ASR module. We apply voice 
active detection (VAD) using MarbleNet [4] from the NeMo toolkit on the signal to get 
speech segments and remove non-speech frames to avoid hallucination of ASR. We 
concatenate short speech segments into a single segment to provide more context, 
ensuring that the total length of the concatenated segment does not exceed 26 seconds.

We further improve the accuracy of ASR results by providing a prompt to the ASR system to avoid 
word omissions in segments with repetitions, and apply a pretrained language model (LM),  the BERT 
[5] model to rescore the transcribed results. The ASR model and LM are applied to all test datasets 
without any fine-tuning.

The diarization system
We perform an offline speaker diarization approach on the CSS output streams leveraging time 
boundaries of words obtained with Whisper “large-v2”. We extract multiple-scale speaker embedding 
vectors for each word following the baseline. Each scale corresponds to different window lengths and 
the final affinity matrix is the average of the affinity matrices of all the scales. The pre-trained TitaNet
[6] from the NeMo toolkit is implemented as the speaker embedding model.

Then, offline clustering is performed by using the normalized maximum eigengap based spectral 
clustering (NME-SC) [7] algorithm, to assign a speaker label to each ASR word. The results from the 
word-level NME-SC algorithm are considered preliminary diarization results. Then, all the words 
undergo deduplication to suppress duplicate context in different streams caused by channel leakage. 
In each stream, words belonging to the same speaker and with intervals less than 0.5s are 
concatenated into sentences. Finally, speaker embedding vectors extracted for each sentence are 
processed by sentence-level NME-SC to generate the fine-tuned diarization results.

Table 2:  The ablation study of diarization 
methods on the development set using 
recordings from the “plaza_0” device. We 
use the TF-GridNet model as the CSS model, 
Whisper ”large-v2” as the ASR model.

Table 3:  The recognition and diarization 
scores on the development set of 
NOTSOFAR-1 calculated on all sessions of 
single-channel devices.

Table 1:  The ablation study of ASR techniques on 
the development set using recordings from 
the ”plaza_0” device. We use the TF-GridNet model 
as the CSS model, Whisper ”large-v2” as the ASR 
model, and the ”word-nmesc” approach for 
diarization.

Table 4:  The recognition and diarization scores 
on the evaluation set of NOTSOFAR-1 calculated 
on all sessions of single-channel devices.

VAD Merging VAD Prompt LM tcorcWER
    37.4%
    36.3%
    33.3%
    31.0%
    31.1%

Sentence-level 
Diarization tcpWER DER

 35.1% 17.0%
 34.0% 17.0%

System tcpWER tcorcWER
Baseline 45.8% 38.6%

Submitted System 36.4% 33.2%

System tcpWER tcorcWER
Baseline 41.4 % 35.5%

Submitted System 33.5 % 30.4%

Table 1 illustrates the effectiveness of each technique 
applied to ASR processing. The implementation of VAD, 
merging VAD, and using prompts all contribute to 
improvements in ASR accuracy. Although the usage of a 
LM results in a slight decrease in accuracy for the 
“plaza_0” device data, it leads to an overall increase in 
accuracy across the entire single-channel test set.

Table 2 presents the results of the ablation study on 
diarization approaches. Sentence-level diarization
further reduces the tcpWER.

Tables 3 and 4 present the tcpWER and tcorcWER for the single-channel 
data from the development and evaluation set respectively. The results 
demonstrate that integrating all the proposed techniques into the meeting 
transcription pipeline yields significant improvements over the baseline. 
Enhancements to the CSS, ASR, and speaker diarization modules all 
contribute to reducing the tcpWER metric. However, there remains 
considerable room for improvement in this system. For instance, the CSS 
module struggles with generalization when handling single-channel data 
corrupted by frontend signal processing. Future work will focus on fine-
tuning the system's performance using real-world data.
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