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Overall pipeline
Similar pipeline to baseline: 

1) Diarization
• E2E neural diarization with vector clustering(EEND-VC) and

with TS-VAD refinement   

2) Multi channel speech enhancement
• Guided source separation(GSS) in official baseline with several modifications 

3) ASR
• Four ASR models combination with LM rescoring

We achieve 22.0 % tcpWER for task1 and 59 % of relative improvement 
over the NEMO baseline, and 16.8 % tcpWER for NOTSOFAR1 scenario
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Abstract
We present a distant automatic speech recognition (DASR) sys-
tem developed for the CHiME-8 DASR track. It consists of a
diarization first pipeline. For diarization, we use end-to-end di-
arization with vector clustering (EEND-VC) followed by target
speaker voice activity detection (TS-VAD) refinement. To deal
with various numbers of speakers, we developed a new multi-
channel speaker counting approach. We then apply guided
source separation (GSS) with several improvements to the base-
line system. Finally, we perform ASR using a combination of
systems built from strong pre-trained models. Our proposed
system achieves a macro tcpWER of 21.3 % on the dev set,
which is a 57 % relative improvement over the baseline.
Index Terms: Robust ASR, multi-talker ASR, speaker diariza-
tion, CHiME-8 DASR

1. Introduction
The distant automatic speech recognition (DASR) problem con-
sists of identifying when each speaker speaks (diarization)
and transcribing their speech (ASR) in conversations captured
by distant microphones. The CHiME challenge series has
proposed tasks with increased levels of difficulty to measure
progress in DASR, such as recordings of up to four speakers in
home environments. The CHiME-8 DASR [1] track extends the
difficulties of the previous editions by expanding the variety in
the number of speakers per recording (up to eight), microphone
array configurations, recording conditions, and speaking styles.
Concretely, this is realized by requiring building a single DASR
system, which can operate on four datasets, including dinner
party recordings with four participants (CHiME 6 (CH6) [2] and
DiPCO (DiP) [3]), two-speaker interviews (Mixer 6 (MX6) [4])
and a new corpus of business-like meetings called NOTSOFAR
(NSF) [5].

Our contribution to the CHiME-8 DASR track consists of
a diarization first pipeline [6], which combines speaker diariza-
tion, speech enhancement (SE), and ASR as shown in Fig. 1.
For the diarization, we extended our previously proposed end-
to-end diarization with vector clustering (EEND-VC)-based di-
arization to include target-speaker voice activity detection (TS-
VAD)-based refinement [7, 8]. Besides, we developed a novel
multi-microphone speaker counting approach, which estimates
the number of speakers via speaker embedding clustering per
microphone and combines the result across all microphones.
The speaker counting is crucial for CHiME-8 DASR task as
there is great variety in the number of speakers per recording,
and wrongly estimating the number of speakers greatly impacts
diarization and ASR performance.
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Figure 1: Proposed recognition system for DASR track.

For SE, we made several key modifications to the baseline
guided source separation (GSS). First, we propose a new rule
for microphone subset selection, which is based on the envelope
variance [9] and the speech clarity index C50 [10]. Besides,
we refined the SE frontend by replacing the MVDR beam-
former with the spatial-prediction multichannel Wiener filter
(SP-MWF) [11, 12]. By doing so, we mainly aim to select a
more effective reference microphone for beamforming, which
is essential when dealing with distributed microphone arrays.

For ASR, we exploit the availability of strong pre-trained
models, including Whisper, NeMo, and WavLM. First, we
investigated fine-tuning Whisper and NeMo models on the
CHiME-8 training data. We introduce a curriculum learn-
ing scheme to efficiently fine-tune Whisper on the very noisy
CHiME-8 training data. In addition to the above models, we
also developed a transducer-based ASR system, which uses
WavLM as the front-end. This last model, although being
much more computationally efficient, achieves comparable per-
formance to the Whisper- and NeMo-based models. Finally, we
perform N-best rescoring and system combination.

In the remainder, we describe the different parts of our sys-
tem, i.e., diarization and speaker counting in Section 2, SE in
Section 3 and ASR in Section 4. We then present overall results
and analysis in Section 6.

2. Diarization and speaker counting
Figure 2 shows our proposed diarization system, which consists
of EEND-VC [13] that relies on multi-channel speaker count-
ing, followed with TS-VAD-based refinement [8].

2.1. EEND-VC segmentation (DIA1)

The EEND-VC module is based on our CHiME-7 submission
[14, 15], with some essential modifications. EEND-VC per-
forms chunk-level segmentation to estimate the activity of each
speaker in each chunk with EEND, where the maximum num-
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Diarization

- Consists of three parts
- Segmentation by EEND-VC

- EEND diarization on 30 sec. chunks
+ GSS 
+ speaker embedding clustering

- Speaker counting by clustering
- Different from EEND-VC, specific for counting
- Clustering across microphone channels

- TS-VAD (NSD-MS2S [G. Yang, 2024]) refinement
- Same model as CHiME7 winner

- DOVER-LAP for combination of multi-channel results
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Microphone
subset selection

MIMO
WPE

MIMO
SP-MWF Masking

input outputMaxSNR-based 
channel selection

1ch

cACGMM

Guided Source Separation (GSS)

TF maskactivityDiarization

Multi channel speech enhancement

- Based on GSS in Nemo baseline
- Several modifications

Nemo baseline NTT system

Microphone subset 
selection

Top 80% mics  based on EV 
(Envelop variance)

New rule based on EV and C50 (Room 
acoustic estimation)

Beamformer Souden MVDR Spatial-prediction multichannel wiener filter
(SP-MWF) [J. Benesty, 2008]

Post processing Applying BAN(Blind Analytic 
normalization) & TF-mask

Without BAN & TF-mask
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Whisper-L AED (ASR1)

Whisper-M AED (ASR2)
System

Combination
(ROVER)

LM resc.

NeMo Trans. (ASR3)

WavLM Trans. (ASR4)

LM resc.

LM resc.

LM resc.

ASR

- Build four ASR models
- Finetuning Whisper,  Nemo baseline, etc.

- Apply LM rescoring for each ASR models

- Using ROVER for system combination
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Results

We submitted three systems:
ID Diar ASR NOTSOFAR1

tcpWER
Macro
tcpWER RTF

Baseline NeMo - 61.0 53.2 -

NTT-1 DIA1 (EEND-VC) ASR4 (Transducer) 22.1 27.2 2.46

NTT-2 DIA2 (EEND-VC + TS-VAD) ASR1 (Whisper Large) 18.3 24.3 3.14

NTT-3 DIA2 (EEND-VC + TS-VAD) ASR5 (ROVER) 16.8 22.0 4.03
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Thank you for listening!

Diarization:

Naohiro Tawara, Atsushi Ando, Shota Horiguchi, Alexis Plaquet, Marc Delcroix

Speech enhancement:

Hiroshi Sato, Rintaro Ikeshita, Tsubasa Ochiai, Tomohiro Nakatani, Shoko Araki,

Naoyuki Kamo

ASR:

Takatomo Kano, Takafumi Moriya, Kohei Matsuura,
Atsunori Ogawa, Takanori Ashiharam, Masato Mimura, Taichi Asami


