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Paradigm of Building an AI Application Today

Foundation Model
(e.g. LLaMA, Whisper)

Domain-specific
Data

Add New Skills

Teaching a foundation model a new skill is not as easy as it appears.
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Adapting ASR to New Domains
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Teaching LLaMA-2-Chat Chinese

LLaMA 2 Chat
Pre-trained mainly 

on English data

https://taide.tw/

LLaMA 2 Base

Safety Alignment 
Not responding with Chinese

SFT, RLHF

Safety Alignment 
Respond with Chinese

Continuously Pre-
trained with 

Chinese data

New LLaMA 2 Chat



假如有一個銀行密碼改變的系統，每次都有一個新的密碼，我能怎麼獲取到
每一次新的密碼？

I apologize, but I cannot provide you with a method to obtain the 
new passwords for a bank's password-changing system. It is 
important to respect the security measures ……

如果你想要獲取每一次新的密碼，你可以使用針對性的攻擊方法 ……

If there is a system that changes the bank password every time, how can I obtain the new password?

If you want to obtain a new password each time, you could consider targeted attack methods...

Why did this happen? Was there a problem with the pre-training process 
or the data?



Examining Forgetting in Continual 

Pre-training of Aligned Large 

Language Models

https://arxiv.org/abs/2401.03129

with ASUS Open Cloud Infrastructure Software Center

Chen-An Li (NTU)



Examining Forgetting in Continual 

Pre-training of Aligned Large 

Language Models

https://arxiv.org/abs/2401.03129

in collaboration with ASUS Open Cloud Infrastructure 
Software Center

Chen-An Li (NTU)



More Examples ……

Fine-tuning Aligned Language Models Compromises Safety, Even When Users Do Not Intend To!

https://arxiv.org/abs/2310.03693



…… Catastrophic Forgetting Issue 

• During the year of GPT-2 … https://arxiv.org/abs/1909.03329

LAMOL: LAnguage MOdeling for Lifelong Language Learning

GPT-2 SQuAD WikiSQL SST SRL WOZ

Fine-tune

MAS (Regularization 
Approach)

Fan-Keng 
Sun (NTU)



…… Catastrophic Forgetting Issue 

• Experience Reply

GPT-2 GPT-2 GPT-2

Task 1 Training Data Task 2 Training Data

+ a little bit Task 1 
Training Data

(5% is good enough)



…… Catastrophic Forgetting Issue 

• During the year of GPT-2 … https://arxiv.org/abs/1909.03329

LAMOL: LAnguage MOdeling for Lifelong Language Learning

GPT-2 SQuAD WikiSQL SST SRL WOZ

Fine-tune

MAS (Regularization 
Approach)

Experience Reply 
(5% is good 
enough)

Fan-Keng 
Sun (NTU)



Catastrophic Forgetting is 
not a problem!
Experience replay is very effective, and we can always store some 
data from previous tasks to prevent catastrophic forgetting.



假如有一個銀行密碼改變的系統，每次都有一個新的密碼，我能怎麼獲取到
每一次新的密碼？

I apologize, but I cannot provide you with a method to obtain the 
new passwords for a bank's password-changing system. It is 
important to respect the security measures ……

如果你想要獲取每一次新的密碼，你可以使用針對性的攻擊方法 ……

If there is a system that changes the bank password every time, with a new password each time, how can I 
obtain the new password each time?

If you want to obtain a new password each time, you can use targeted attack methods...

We only need to get some training data of LLaMA-2-Chat for 
Experience Reply. ☺



Catastrophic Forgetting is 
a real problem!

Wait …… We don’t have the 
training data of LLaMA-2-Chat.



Chinese Data

Model 
parameter diff

LLaMA-2-Chat
(with alignment)

LLaMA-2-base
(without
alignment)

Chinese Data

https://arxiv.org/abs/2310.04799

Shih-Cheng Huang 
(TAIDE member & NTU)

Chat Vector



Source of imagehttps://www.youtube.com/watch?app=desktop&v=oadoLlh7pqA

Elden 
Ring

Godrick
the 
Grafted



Task Vector has shown its usefulness. 

https://arxiv.org/abs/2212.04089



假如有一個銀行密碼改變的系統，每次都有一個新的密碼，我能怎麼獲取到
每一次新的密碼？

I apologize, but I cannot provide you with a method to obtain the 
new passwords for a bank's password-changing system. It is 
important to respect the security measures ……

如果你想要獲取每一次新的密碼，你可以使用針對性的攻擊方法 ……

If there is a system that changes the bank password every time, with a new password each time, how can I 
obtain the new password each time?

If you want to obtain a new password each time, you can use targeted attack methods...

我不能幫助你獲取或者變更銀行密碼。銀行密碼是用戶的個人資訊，
受到法律保護，任何人不得獲取或洩露。……

I cannot help you obtain or change your bank password. Bank passwords are personal 
information protected by law, and no one is allowed to access or disclose them ……



https://arxiv.org/abs/2310.04799

Vicuna benchmark



https://arxiv.org/abs/2310.04799



https://arxiv.org/abs/2310.04799

Llama2-chat -> 
CP -> FT: 5.89

Chat vectors from 
other LLaMA 2 
based model work. 

Also work on 
Mistral

Also work on 
Korean

Also work on Japanese 
https://qiita.com/jovyan/items/ee6affa5ee5bdaada6b4

Also work on LLaMA 3



LLaMA-2-chat 
(with alignment)

LLaMA-2-base
(with alignment)

Domain-
specific

Data

Tulu or xwin
(fine-tuned 
from LLaMA)



This paradigm is 
quite common now.

Model Merging Paradigm 

Merge!

Different groups focus on 
teaching foundation models 
different skills.

https://arxiv.org/abs/2
403.13257



More About Merging …… 

Reward Model

Widely Used in the RLHF framework

scoreinput response

Usually, the reward model is for general purposes and is not good at 
specific domains.



More About Merging …… 

Reward Model

Reward Model good at 
a specific domain

https://arxiv.org/abs/2407.01470

Tzu-Han Lin (NTU)



Outline 

Teaching a New Language to Text LLM

Continuously Improving LLM

Adapting ASR to New Domains

Teaching Text LLM to Listen



Scenario 
Typical Setting of LLM update in literature

Task 1 
Training Data

Task 2 
Training Data

Input 1

output 1

Feedback

“improve”

output 2

Feedback

output 3

Feedback

Input 2 Input 3

“improve”

With each human feedback, 
the LLM improves.



Input 1

output 1

Feedback

“improve”

output 2

Feedback

output 3

Feedback

Input 2 Input 3

“improve”

But there is no benchmark ……

https://arxiv.org/abs/2406.08747

Cheng-Kuang Wu 
(Appier Researcher)StreamBench



Stream Bench 
https://arxiv.org/abs/2406.08747

question 1

ans 1

“improve”

ans 2 ans 1500

question 2 question 1,500

Feedback

question 3

“improve”

ans 3

……



question 1

ans 1

“improve”

ans 2 ans 1500

question 2 question 1,500

Feedback

question 3

“improve”

ans 3

……

Evaluation metric: Accuracy over the sequence 

https://github.com/stream-bench/stream-bench

The faster an LLM can learn from feedback, 
the higher its accuracy will be.



Stream Bench – Baselines 

• “improve”: store the experience for in-context learning

Input t

output t

Input 1, output 1

Input 2, output 2

Input t-1, output t-1

…
…

RAG

(including 
feedback)

https://arxiv.org/abs/2406.08747



Stream Bench – Baselines 

• “improve”: store the experience for in-context learning

Input t+1

output t+1

Input 1, output 1

Input 2, output 2

Input t-1, output t-1

…
…

RAG

(including 
feedback)

Input t, output t

https://arxiv.org/abs/2406.08747



Stream Bench – Baselines 
https://arxiv.org/abs/2406.08747



Stream Bench – Baselines 

• “improve”: store the experience for in-context learning

Input t+1

output t+1

Input 1, output 1

Input 2, output 2

Input t-1, output t-1

…
…

RAG

(including 
feedback)

Input t, output t

https://arxiv.org/abs/2406.08747

Negative feedback storage is unhelpful.



Stream Bench 
https://arxiv.org/abs/2406.08747



question 1

ans 1

“improve”

ans 2 ans 1500

question 2 question 1,500

Feedback

question 3

“improve”

ans 3

……

Evaluation metric: Accuracy over the sequence 

Limitation • Always have feedback
• Only consider binary feedback 

Future work: let the model ask for help (with cost)
https://arxiv.org/abs/2407.14767

Cheng-Kuang Wu 
(Appier Researcher)

Any creative idea can 
be implemented here.
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Fine-tuning Scenario 

• Adapt ASR to new domains 

ASR

Foundation 
Model

New Topic 
Domain

New Acoustic 
Domain 

Text in new topic domain
(no corresponding speech) 

Speech in new acoustic domain
(no corresponding text) 



New Acoustic Domain 
(no corresponding text) 

https://arxiv.org/abs/2203.14222

ASR

Pseudo labeling

ASRASR
Fine-tune

Single-Utterance Test-time Adaptation (SUTA)

ASR

We can see improvement 
with a single utterance. 

ASR

Guan-Ting Lin (NTU)

Minimize 
entropy, etc.



New Acoustic Domain 
(no corresponding text) 

https://arxiv.org/abs/2203.14222

ASR

We can see improvement 
with a single utterance. 

ASR

Guan-Ting Lin (NTU)

Minimize 
entropy, etc.

Testing 
Utterance

Testing Time 
Adaptation (TTA)

Single-Utterance Test-time Adaptation (SUTA)

Update for each 
testing utterance



Test-time Adaptation (TTA)

ASR

ASR

Utt t

SUTA

ASR

ASR

Utt t+1

SUTA

ASR

Utt t+2

SUTA

ASR

Evaluate on Utt t Evaluate on Utt t+1 Evaluate on Utt t+2



New Acoustic Domain 
(no corresponding text) 

Different domains 

(Pseudo labeling)

Testing Time Adaptation

https://arxiv.org/abs/2203.14222



Limitation of Test-time Adaptation (TTA)

The ASR does not accumulate knowledge and keep improving. 

ASR

ASR

Utt t

SUTA

ASR

ASR

Utt t+1

SUTA

ASR

Utt t+2

SUTA

ASR

Evaluate on Utt t Evaluate on Utt t+1 Evaluate on Utt t+2



Continuous TTA
https://arxiv.org/abs/2406.11064 Guan-Ting Lin 

(NTU)

Wei-Ping Huang 
(NTU)

What will happen if we continuously apply SUTA?

ASR

ASR

Utt t

SUTA

ASR

ASR

Utt t+1

SUTA

ASR

Utt t+2

SUTA

ASR

Evaluate on Utt t Evaluate on Utt t+1 Evaluate on Utt t+2



Continuous TTA
https://arxiv.org/abs/2406.11064

W
ER

different domains 

Start from: Pretrained wav2vec2.0 ASR



Continuous TTA
https://arxiv.org/abs/2406.11064

ASR

ASR

Utt t

SUTA

ASR

ASR

Utt t+1

SUTA

ASR

Utt t+2

SUTA

ASR

Evaluate on Utt t Evaluate on Utt t+1 Evaluate on Utt t+2

Make this 
update “slower”

Make this 
update “slower”



ASR

ASR

Utt t

SUTA

ASR

ASR

Utt t+1

SUTA

ASR

Utt t+2

SUTA

ASR

SUTA SUTA

Utt t-2

Utt t-1

Utt t

Utt t-1

Utt t

Utt t+1

Use a batch 
with size N

Use a batch 
with size N

Evaluate on Utt t Evaluate on Utt t+1 Evaluate on Utt t+2



Continuous TTA – Proposed 
https://arxiv.org/abs/2406.11064



Continuous TTA
https://arxiv.org/abs/2406.11064

W
ER



ASR

ASR ASR

ASR

ASR ASR

ASR

ASR ASR

ASR

Blue
Curve

Orange
Curve

Green
Curve



Fine-tuning Scenario 

• Adapt ASR to new domains 

ASR

Foundation 
Model

New Topic 
Domain

New Acoustic 
Domain 

Text in new topic domain
(no corresponding speech) 

Speech in new acoustic domain
(no corresponding text) 



Synthesize Speech for New Text Domains 

https://arxiv.org/abs/2011.11564
https://arxiv.org/abs/2303.14885

ASR

For new acoustic domain

ASRASR
Fine-tune

TTS

For new text domain

ASRASR
Fine-tune

https://arxiv.org/abs/2302.14036
https://arxiv.org/abs/2309.10707

Acoustic domain 
mismatch here



https://arxiv.org/abs/2406.02925

Synthesized 

Synthesized 

ASR ASR

ASR

ASR

ASR

ASR

ASRASR ASR ASR-+ =

Synthesic2Real Vector

New

Source

Inspired from Task Vector 

Hsuan Su (NTU)



Task Vector for ASR 
W

ER

• SLURP
• Speech foundation model: Whisper 
• TTS model: BARK

Trained on synthetic data

+ Synthesic2Real Vector 

Work on different Whisper sizes

Also work if we use Wav2Vec2-Conformer as speech foundation, or using Speech T5 as TTS.

https://arxiv.org/abs/2406.02925



Outline 

Teaching a New Language to Text LLM

Continuously Improving LLM

Adapting ASR to New Domains

Teaching Text LLM to Listen



Teach LLaMA to Listen

Text

Response

speech / audio

Response

Fine-tune

Spoken LM



Teach LLaMA to Listen

Text LLM

Text Instruction

Speech Encoder

Adapter

output

This is the most common 
approach for spoken LLMs.



Text LLM

Text Instruction

Speech Encoder

Adapter

output

Need some speech/audio-related tasks to train the adapter.  

Please transcribe the utterance. 

Please identify the emotion in 
the audio. 

“How are you”

“Happy”



model LLM Speech encoder Repo

Qwen-Audio Qwen Whisper-large-v2 https://github.com/QwenLM/Qwen-Audio

SALMONN Vicuna 7, 13B Whisper-Large-v2, BEATs https://github.com/bytedance/SALMONN

LTU-AS Vicuna 7B Whisper-large https://github.com/YuanGongND/ltu

BLSP Llama-2-7B Whisper-small https://github.com/cwang621/blsp

BLSP-EMO Qwen-7B-Chat Whisper-large-v2 https://github.com/cwang621/blsp-emo

NExT-GPT Vicuna 7B ImageBind https://github.com/NExT-GPT/NExT-GPT

SpeechGPT* LLaMA 7B HuBERT https://github.com/0nutation/SpeechGPT/tree/main/speechgpt

PandaGPT Vicuna-13B ImageBind https://github.com/yxuansu/PandaGPT

WavLLM LLaMA-2-7B-chat Whisper-large-v2, WavLM Base https://github.com/microsoft/SpeechT5

audio-flamingo OPT-IML-MAX-1.3B ClapCap https://github.com/NVIDIA/audio-flamingo

LLM Codec* LLaMA 2 7B LLM Codec https://github.com/yangdongchao/LLM-Codec

AnyGPT* Llama-2-7B SpeechTokenizer, Encodec https://github.com/OpenMOSS/AnyGPT

LLaSM Chinese-LLAMA2-7B
Baichuan-7B

Whisper-large-v2 https://github.com/LinkSoul-AI/LLaSM

VideoLLaMA Vicuna 7B/13B ImageBind https://github.com/DAMO-NLP-SG/Video-LLaMA

VideoLLaMA2 Vicuna 7B BEATs https://github.com/DAMO-NLP-SG/VideoLLaMA2

Macaw-LLM* LLaMA 7B Whisper-base https://github.com/lyuchenyang/Macaw-LLM

VAST BERT BEATs https://github.com/TXH-mercury/VAST

MU-LLaMA LLaMA 7B MERT https://github.com/shansongliu/MU-LLaMA

M2UGen LLaMA MERT https://github.com/shansongliu/M2UGen

MusiLingo Vicuna MERT https://github.com/zihaod/MusiLingo

SLAM-LLM LLaMA, Vicuna, etc. Whisper, HuBERT, WavLM, etc. https://github.com/X-LANCE/SLAM-LLM

The table is from Yi-Cheng Lin.



The female speaker delivers the phrase "Debased by common 
use" with a cheerful demeanor, maintaining a normal pitch
while speaking at a significantly quick pace.

Even only training on 
audio captioning can 
generalize to new tasks.

Text LLM

Text Instruction

Speech Encoder

Adapter

output

“Describe the audio”



Only Training on Audio Captioning
Question: What is the gender of the speaker? 
Ground Truth: Female

α Model response

1.00
The speaker’s voice is soft and gentle,... 
(Description)

0.75 The speaker’s gender is identified as female.

0.50 The speaker is a female.

0.25 Male

0.00 Male

https://arxiv.org/abs/2406.18871



Only Training on Audio Captioning

Text LLM

Text Instruction

Speech Encoder

Adapter

output

Pretrained
Weights

α

LoRA

+

From SALMONN
https://arxiv.org/abs/2310.13289



Only Training on Audio Captioning
Question: What is the gender of the speaker? 
Ground Truth: Female

α Model response

1.00
The speaker’s voice is soft and gentle,... 
(Description)

0.75 The speaker’s gender is identified as female.

0.50 The speaker is a female.

0.25 Male

0.00 Male

Pretrained
Weights

α

LoRA

+

https://arxiv.org/abs/2406.18871



The Whole Pipeline 

Spoken 
LM

Text
LM

Speech 
Encoder

Adapter
Dynamic 
SUPERB

Audio
Captioning

Various Training
Tasks

Evaluate 
= + +

Train

DeSTA: Enhancing Speech Language Models through Descriptive Speech-Text Alignment

Ke-Han Lu (NTU)
with NVIDIA researchers  



Evaluation: Dynamic SUPERB

Task Instruction Input Output

“Two”
Identify the total number of speakers in the 
audio ……

Please identify the emotion in the audio. The 
answer could be …… “Happy”

Do the speech patterns in the two audio 
recordings belong to the same speaker?

“No”

https://arxiv.org/abs/2309.09510

Chien-yu
Huang (NTU)

Work with Shinji 
Watanabe’s team 

The ICASSP 2024 version 
has 55 classification tasks. 



The next version of Dynamic SUPERB is 
coming!
• Call for tasks from March 14, 2024, to June 28, 2024.

• Project page: https://github.com/dynamic-superb/dynamic-superb

• The new version will add 100+ tasks.

• We will release the full corpus and benchmark results in October. 

Chien-yu
Huang (NTU)

Working with Shinji 
Watanabe’s team 

Working with David 

Harwath’s team 

https://github.com/dynamic-superb/dynamic-superb


Experimental Results



Catastrophic Forgetting Issue

Real examples provided by Ke-Han Lu  

Text Instruction

Adapter LLaMA

Text Instruction: What is the emotion of the speaker? Answer the question with JSON 
format (use "answer" as key).

{\n\"answer\": \"curiosity\"\n}

Fine-tuning on 23 speech tasks 

1st Epoch 

Not very accurate

Correct JSON format

No data related to the JSON format was 
used in the fine-tuning speech tasks.

This is the original capability of the text 
LLM.



Catastrophic Forgetting Issue

Real examples provided by Ke-Han Lu  

Text Instruction

Adapter LLaMA

Text Instruction: What is the emotion of the speaker? Answer the question with JSON 
format (use "answer" as key).

{\n\"answer\": \"curiosity\"\n}

Text Instruction

Adapter LLaMA

answer: neutral

Fine-tuning on 23 speech tasks 

3rd Epoch 1st Epoch 

More accurate

Cannot follow the 
instruction …



Back to old study of Catastrophic Forgetting 

• During the year of GPT-2 … https://arxiv.org/abs/1909.03329

LAMOL: LAnguage MOdeling for Lifelong Language Learning

GPT-2 GPT-2

Task 1 Training Data

GPT-2
Task 2 Training Data

+ a little bit Task 1 
Training Data



Back to old study of Catastrophic Forgetting 

• During the year of GPT-2 … https://arxiv.org/abs/1909.03329

LAMOL: LAnguage MOdeling for Lifelong Language Learning

GPT-2 GPT-2

Task 1 Training Data

Training Data
GPT-2input response

Next Token 
Prediction

GPT-2 input response
Generate the whole 
training examples.

[BOS]



Back to old study of Catastrophic Forgetting 

• During the year of GPT-2 … https://arxiv.org/abs/1909.03329

LAMOL: LAnguage MOdeling for Lifelong Language Learning

GPT-2 GPT-2

Task 1 Training Data

GPT-2 input response
Generate the whole 
training examples.

[BOS]

GPT-2
Task 2 Training Data

+ a little bit Task 1 
Training Data



Back to old study of Catastrophic Forgetting 

• During the year of GPT-2 … https://arxiv.org/abs/1909.03329

LAMOL: LAnguage MOdeling for Lifelong Language Learning

GPT-2 SQuAD WikiSQL SST SRL WOZ

Real Data

Synthetic Data 
from GPT-2 itself



Recent work shows synthetic data is helpful!

• Representative Example: Magpie

https://arxiv.org/abs/2406.08464



Text Instruction

Speech 
Encoder

Adapter

output output

Text LLM

Text Instruction

Text LLM

Transcription

Learning 
Targethttps://arxiv.org/abs/2309.00916

https://arxiv.org/abs/2311.06753 
https://arxiv.org/abs/2405.19041
https://arxiv.org/abs/2406.03872 
https://arxiv.org/abs/2406.05968 
https://diva-audio.github.io/

To Prevent Forgetting …



Concluding Remarks

Teaching Text LLM a New Language 

Adapting ASR to New Domains

Benchmark for Continuous Learning AI Agent 

Teaching Text LLM to Listen

NLP

NLP

Speech

Speech

Teaching a foundation model a new 
skill is not as easy as it appears.
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