The SGU Systems for the CHiME-7 UDASE Challenge

Jaehoo Jang, Myoung-Wan Koo†
Sogang University, Korea
jeahoo4128@sogang.ac.kr, mwkoo@sogang.ac.kr

Abstract
In this work, we present a description of SGU domain-adapted speech enhancement system implementation that enhances the baseline of the CHiME-7 challenge. We introduce two significant modifications. Firstly, we replace the Sudo rm-rf architecture with the Mossformer, which incorporates convolution-augmented joint local and global self-attention mechanisms. It performs fully-computed self-attention on local chunks and utilizes linearized low-cost self-attention over the entire sequence. As a second modification, we incorporate a speech purification technique at the baseline when conducting self-supervised learning for the student model. This technique predicts the frame-level SNR of the pseudo-target speech and utilizes them as weights for the discrepancy function between the pseudo-target speech and the student model’s estimated speech. Consequently, We achieved an SI-SDR score of 12.42 on the LibriCHiME-5 dataset for both modifications. Additionally, implementing the Mossformer architecture on the CHiME-5 dataset leads to a 2.90 OVRL-MOS and 3.39 SIG-MOS. Also, the application of the purification method results in a 3.71 BAK-MOS. Finally, we demonstrate the superior performance of our approach compared to the baseline.

Index Terms: speech enhancement, noise suppression, domain adaptation, CHiME-7 challenge

1. Introduction
Speech enhancement systems that utilize supervised learning primarily rely on the methodology of extracting clean speech through a masking network [1, 3, 4, 5]. However, if only unlabeled noise mixtures are available without clean source speech, it’s impossible to train such systems. Accordingly, several studies have proposed unsupervised learning methods for speech enhancement system that can employ such noise mixtures in the training process free from the constraints of clean source speech [6, 7, 8, 9].

In order to leverage the knowledge of a model trained from a different domain, the CHiME-7 challenge aims to improve the noise suppression performance on the in-domain speech by utilizing both an unlabeled in-domain CHiME-5 [10] dataset and a labeled out-of-domain (OOD) LibriMix [11] dataset. RemixIT pipeline is a baseline provided by the challenge organizers. In this system, the fully-supervised teacher model is trained by using LibriMix. Then, CHiME-5 data is fed into the frozen teacher model, which outputs pseudo-target speeches and noise waveforms. These are used to create noise-permuted bootstrapped mixtures, which are then provided to the student model for self-supervised learning. Additionally, the parameters of the student model can be transferred back to the teacher model for continuous refinement at the end of each epoch.

Limitation of this system stems from its dependency on a distillation-based pipeline driven by a teacher model. This dependency, coupled with domain imbalance issues, raises concerns about ensuring the quality of pseudo-target speech. Specifically, the performance of a teacher model trained on the speech from a different domain degrades notably when confronted with input from another domain. Deterioration of the performance is primarily due to the distinctive prosodic information, linguistic contextual dependencies, speaker characteristics, and other inherent attributes that are unique to the train data.

To overcome this obstacle, we propose an enhanced system with two primary modifications implemented within the RemixIT pipeline. The initial modification consists of implementing the Mossformer architecture in the enhancement system’s back-end to efficiently capture the long-range direct interaction between the global intermediate feature and the local feature. The second involves the application of the speech purification technique, which focuses on utilizing the speech quality of pseudo-target speech segments in terms of SNR. This technique is used to train the student model by emphasizing high-quality segments. The former enables a more detailed feature design compared to the baseline model employing a U-net-based masking network and contributes to the fundamental enhancement of the performance of the enhancement system. The latter leverages refined prosodic details from pseudo-target speech to facilitate performance improvement.

2. System description
The overall system architecture we proposed is illustrated in Figure 1, representing two distinct speech enhancement system pipelines operating independently. In Figure 1a, we simply replace the Sudo rm -rf with the Mossformer as the back-end of pipeline. and in Figure 1b, we applied the purification technique in the form of a discrepancy function between the pseudo-target speech and the estimated speech of the student model. In 2.1, we briefly introduce Mossformer, outlining the specific model structure, and the composition of the masking network. In 2.2, we explain the assumption of speech purification technique and its suitability within the RemixIT pipeline. Also we provide an in-depth exploration of the process of designing the discrepancy function for purification, employing the SNR predictor as a fundamental element of the technique.

2.1. Mossformer Adaptation
Transformer-based speech enhancement models like Sepformer [5], have shown impressive results in the task of speech separation by intentionally designing long-range interaction among speech sequences, mainly through a multi-head self-attention mechanism. Nonetheless, employing this approach results in significant computational limitations in terms of context size. And it imposes a negative influence on the long-range feature interaction because of the temporal dependencies between distant features. To overcome this issue, the Mossformer architec-
Figure 1: Overview of the systems we have developed. (a) denotes the back-end adjustment utilizing Mossformer. (b) involves the combination of $\mathcal{L}_{\text{SegSNR}}$ (segmental SNR loss) and $\mathcal{L}_{\text{RemixIT}}$, where The former is calculated by multiplying the segmental SNR with the weights acquired when pseudo-target speech is used as input for the SNR predictor. The more detailed explanation of segmental SNR loss can be found in 2.2.3.

Figure 2: The Mossformer architecture

The masking network of Mossformer incorporates a gated attention unit structure with joint local and global self-attention. This design creates a mask that efficiently captures long-range interaction while removing temporal dependencies. Furthermore, structuring the attention network using a single-head self-attention not only reduces computational requirements but also enhances the context capacity. Additionally, a module based on depth-wise convolution is introduced to extract the key, query, and value for attention, allowing for a fine-grained design of local patterns within the features. Due to the aforementioned benefits, Mossformer achieves state-of-the-art results on the WSJ0-2/3mix [12] and WHAM!/WHAMR![13, 14] datasets. We simply replaced the baseline back-end with the MossFomer in our pipeline. Corresponding architecture is illustrated in Figure 2.

2.1.1. Architecture

The model is structured with the typical form of a speech separation model, consisting of an encoder-decoder and a masking network. The encoder consists of 1D-convolution layer and ReLU activation, while the decoder is composed of standard 1D-transposed convolution layers. The encoder transforms input speech data into hidden representations, which are then fed into the masking network that generates masks in the hidden dimension. Additionally, the generated masks and the encoder’s hidden representations are element-wise multiplied and fed to the decoder. Subsequently, the decoder produces estimated sources. Through this architecture, the model can perform the speech enhancement task of separating noise from the mixture. The masking net includes normalization, positional encoding, 1x1 convolutions before entering the Mossformer block. The masking net input is initially normalized and goes through the procedure of element-wise multiplication with a positional encoding vector. Then it passes the 1x1 convolution and is subsequently treated with a shared Gated Linear Unit.
to produce non-negative masks for each source.

2.1.2. Mossformer block

Mossformer block, the core part of the model, incorporates convolution modules, joint local and global single-head self-attention, and an attentive gating mechanism. The convolution modules capture local feature patterns using linear layers, SiLU activation, and 1D depth-wise convolutions.

There are three convolution modules. One of the convolution modules produces a hidden representation of each block’s initial input X. Following that, this representation is subject to the application of scale and offset, along with RoPE [15], resulting in the generation of queries Q, Q’, as well as keys K, K’. Q’ and K’ are used for global attention, while Q and K are employed for local attention. The remaining convolution modules produce values U and V, on which both local and global self-attention is applied. The outcomes of attention are summed to generate new attention values, \( U' \) and \( V' \).

The process of joint local and global self-attention is illustrated in equation (1). \( *_{\text{global}} \) signifies global attention output, and \( *_{\text{local}} \) denotes local attention output. \( h \) represents the index of non-overlapping chunk units in local attention. At this point, \( U'_{\text{local}} \) and \( V'_{\text{local}} \) are constructed by stacking attention outputs performed for all chunks. The scaling factors of each attention method are denoted as \( \beta \) and \( \gamma \).

\[
\begin{align*}
V'_{\text{global}} &= Q'(\beta K'^{T}V), \quad U'_{\text{global}} = Q'(\beta K'^{T}U) \\
V'_{\text{local},h} &= \text{ReLU}^{2}(\gamma Q_{h}K_{h}^{T})V_{h} \\
U'_{\text{local},h} &= \text{ReLU}^{2}(\gamma Q_{h}K_{h}^{T})U_{h} \\
V' &= V'_{\text{local}} + V'_{\text{global}}, \quad U' = U'_{\text{local}} + U'_{\text{global}}
\end{align*}
\]

U, \( U' \), and V, \( V' \) are utilized in combination with the gating mechanism, as shown in Equation (2), to form the resulting output sequences \( O' \) and \( O'' \). Next, \( O' \) and \( O'' \) proceed element-wise multiplication and are fed to an additional convolution module. The final output sequence of each block is shaped by a skip connection between the extra convolution module’s output and the block’s initial input X. This process is described in Equation (3), and further details can be found in [2].

\[
\begin{align*}
O' &= \phi(U \odot V'), \quad O'' = U' \odot V' \\
O &= X + \text{ConvMi}(O' \odot O'')
\end{align*}
\]

2.2. Speech purification

2.2.1. Assumptions and Suitability

The initial application of the speech purification method in terms of a self-supervised learning scheme was proposed in the work by [16]. In previous work, it is assumed that the frames of noise mixture with high SNR are almost identical to frames of clean speech. And the target speech is assumed to potentially contain noise.

The main idea of speech purification is to design the discrepancy function in a way that is more affected by the frames in the pseudo-target speech with higher SNR values. To achieve this, in [16], a novel discrepancy function named Segmental SNR loss is proposed. This loss function efficiently incorporates the frame-wise SNR of the target speech as a weighting factor.

Since the teacher model in the RemixIT pipeline is trained by OOD data, it can’t create a perfectly clear speech for the target domain. This leads to the target speech characteristics in [16] resembling the pseudo-target speech produced by the teacher model. Therefore, during the training of the student model, we utilize the Segmental SNR loss to our implemented system pipeline.

2.2.2. SNR predictor

The frame-wise SNR-based weight that is multiplied with the Segmental SNR loss is derived from a simple regressive model called the SNR predictor, which is based on an RNN architecture. The SNR predictor is pre-trained and combined with the whole system pipeline during the student model training while being kept in a frozen state. The SNR predictor’s training process, which is shown in equation (4), is based on a labeled dataset containing clean speech and noise mixture. \( s \) represents clean speech, \( n \) denotes noise, and \( \alpha \) signifies the segmental SNR between the noisy mixture \( x \) and \( s \). \( \vec{\alpha} \) refers to the frame-wise SNR estimated by the SNR predictor given \( x \). Here, \( h \) and \( W_{h} \) respectively represent the SNR predictor and its parameters. The training of the SNR predictor aims to minimize the MSE between the segmental SNR \( \alpha \) and the estimated frame-wise SNR values \( \vec{\alpha} \).

\[
x = s + n \quad \alpha = \text{SegSNR}(s, x) \quad \vec{\alpha} = h(x; W_{h}) \quad W_{h} \leftarrow \text{argmin MSE}(\vec{\alpha}, \alpha)
\]

The target segmental SNR(SegSNR) is calculated by the following equation (5). \( v_{i} \) is denoted as the target clean speech, while \( r_{i} \) denotes the residual between \( v_{i} \) and the estimated speech \( \hat{v}_{i} \). Detailed explanations regarding the symbols can be found in section 2.2.3.

\[
\text{SegSNR}_{j}(v, \hat{v}) = 10 \log_{10}\left[\frac{\sum_{i=H_{j}}^{H_{j}+N-1} (w_{i} - H_{j}v_{i})^{2}}{\sum_{i=H_{j}}^{H_{j}+N-1} (w_{i} - H_{j}\hat{v}_{i})^{2}}\right]
\]

When training in our pipeline, the SNR predictor takes a pseudo-target speech as input and makes individual predictions of SNR for each frame. The resulting logits from the SNR predictor, known as frame-wise SNR, are processed through a sigmoid function. Ultimately, these logits are transformed into weights within the range of 0 to 1. To be specific, frames predicted with high SNR values will yield weights closer to 1, while frames predicted with low SNR values will result in weights closer to 0. Then, we multiply the weight with the segmental SNR. Note that the frame-wise SNR weight is computed using only the pseudo-target speech by SNR predictor, while the segmental SNR is calculated between the pseudo-target speech and the estimated speech. As a result, the segmental SNR loss is obtained.

2.2.3. Segmental SNR loss

The segmental SNR loss is detailed in equation (6). The \( J, H, \) and \( N \) respectively denote the number of frames, hop size, and frame size, while \( j \) refers to the index of a specific frame. \( w_{i} \) represents the Hann window function of length \( N \). \( \sigma \) denotes the pseudo-target speech (not the bootstrapped mixture), and \( \hat{v}_{j} \) is the residual vector between \( \sigma \) and the estimated speech. \( p_{j} \) denotes the weight for the j-th frame. Ultimately, we combine the
Table 1: Overall experiment results of our implemented system pipeline. The baseline system is Sudo rm-rf.

<table>
<thead>
<tr>
<th>Model</th>
<th>Type</th>
<th>SI-SDR</th>
<th>OVRL-MOS</th>
<th>BAK-MOS</th>
<th>SIG-MOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sudo rm-rf (baseline)</td>
<td>Supervised</td>
<td>9.39</td>
<td>2.81</td>
<td>3.54</td>
<td>3.23</td>
</tr>
<tr>
<td></td>
<td>RemixIT</td>
<td>11.70</td>
<td>2.86</td>
<td>3.65</td>
<td>3.28</td>
</tr>
<tr>
<td></td>
<td>RemixIT vad</td>
<td>11.57</td>
<td>2.85</td>
<td>3.66</td>
<td>3.27</td>
</tr>
<tr>
<td>Sudo rm-rf(_p)</td>
<td>RemixIT vad</td>
<td>12.42</td>
<td>2.88</td>
<td>3.71</td>
<td>3.33</td>
</tr>
<tr>
<td>Mossformer</td>
<td>Supervised</td>
<td>10.63</td>
<td>2.88</td>
<td>3.52</td>
<td>3.39</td>
</tr>
<tr>
<td></td>
<td>RemixIT</td>
<td>12.42</td>
<td>2.90</td>
<td>3.60</td>
<td>3.39</td>
</tr>
<tr>
<td></td>
<td>RemixIT vad</td>
<td><strong>12.58</strong></td>
<td>2.84</td>
<td>3.48</td>
<td>3.35</td>
</tr>
</tbody>
</table>

4. Result

4.1. Performance of the proposed systems

Table 1 shows our experiment results. We used self-supervised learning with two subsets: unlabeled-10s (RemixIT setting) and vad-10s (RemixIT vad setting) from CHiME-5. The baseline Sudo rm-rf experiment yielded an SI-SDR score of 11.57 using the vad-10s subset. This was achieved by training the models from scratch without altering the provided code by the challenge organizers. As incorporating purification techniques, the SI-SDR score improved to 12.42. Additionally, the corresponding systems achieved the highest BAK-MOS score of 3.71.

Mossformer outperforms Sudo rm-rf in SI-SDR with an impressive score of 12.58 in RemixIT vad setting. In RemixIT setting, Mossformer also achieved the highest scores, recording 3.39 for SIG-MOS and 2.90 for OVRL-MOS, respectively. Despite having significantly more parameters and slower training speeds compared to Sudo rm-rf, latency is not a constraint in this challenge, so we proposed both system pipelines.

Consequently, we submitted two systems for the challenge. ISDS1 utilized the Mossformer model in the RemixIT setting, trained on unlabeled-10s data. For ISDS2, we employed the Sudo rm-rf model with the purification method in the RemixIT vad setting.
corresponding to other subsets of the CHiME-5 eval set. Ultimately, the ranking of systems was determined based on the DNS-MOS score obtained by each system.

Except to the baseline systems (Input, OOD teacher, RemixIT, and RemixIT-VAD) and our proposed systems (ISDS1 and ISDS2), there are three different submissions. The N&B system integrated the MetricGAN [19] discriminator and Uformer [20] as the back-end enhancement model. This system included a UNA-GAN [21] application with the CHiME-5 in-domain noise extracted by VAD to generate an in-domain noise mixture. Furthermore, perceptual contrast stretching (PCS) [22] was employed as a pre-and post-processing method. The CMGAN-base system, similar to N&B, used MetricGAN but employed Conformer [23] as the back-end enhancement model. CMGAN-FT is the fine-tuned version of CMGAN-base using the LibriCHiME-5 dev set.

4.2.1. Objective evaluation

Table 2 represents the evaluation results of objective metrics for all submissions. From the perspective of SI-SDR, N&B achieved the highest score of 13.0, while in terms of DNS-MOS, CMGAN-FT performed best with OVRL-MOS and SIG-MOS scores of 3.55 and 3.92, respectively. In the case of BAK-MOS, CMGAN-base outperformed others with a score of 3.97. Our proposed system, ISDS1, ranked second in SI-SDR and fourth in OVRL-MOS scores.

Note that our proposed systems did not proceed with data augmentation as the other three submissions did for the generalization of the system. Specifically, ISDS1 solely utilized the attention structure within Mossformer, while ISDS2 ensured generalization ability through the use of auxiliary purification SNR loss. This differs from the approaches used by N&B, which conducted in-domain noise mixture generation, and CMGAN-base and FT, which generated enhanced spectrograms using magnitude masks. Hence, we can expect our proposed systems to perform better in terms of objective metrics with additional data augmentation. Furthermore, by integrating the modifications made to ISDS1 and ISDS2, we can anticipate further performance improvements.

Following the first-stage evaluation results, our proposed ISDS1 system, which incorporates Mossformer adaptation, has been chosen for a listening test. However, since the ISDS2 system also demonstrated identical SI-SDR scores and very similar DNS-MOS scores to ISDS1, we believe there is a need to conduct a listening test for ISDS2 as well.

4.2.2. Listening test

The subject evaluation involved 32 participants split into 4 panels, assessing 128 audio samples under 5 experimental conditions. Participants sat in a listening booth wearing headphones and listened to short 4-5 second speech samples.

As a result of the conducted listening test, we confirmed that our system secured the second position in all sub-evaluation metrics of DNS-MOS, as demonstrated in Tables 3, 4, and 5. In the case of BAK-MOS, the N&B system, which utilized in-domain noise extracted from the CHiME-5 train set for mixture generation, outperformed others significantly. However, for SIG-MOS, the ISDS1 system slightly edged ahead of the competition. This underscores the superiority of Mossformer’s attentive gating mechanism module in capturing attributes of speech signals compared to the other competing submission systems. Finally, through the evaluation results, our proposed system achieved second place in this challenge.

5. Conclusions

Our speech enhancement system showed considerable performance improvement and surpassed the baseline system through two key modifications: the integration of the Mossformer architecture and the employment of the speech purification method.

Through the UDASE challenge, we were able to evaluate the performance of integrating the Mossformer model into the RemixIT pipeline. Moreover, we demonstrated that performance improvement can be achieved not through commonly used data augmentation techniques but rather by adding an auxiliary loss function associated with the SNR of each segment of speech during system training, implicitly enhancing the generalization performance of the baseline system. As part of future work, we intend to implement and assess the performance of a system that combines the two modifications we proposed.
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