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Abstract
Hyperarticulation is a form of speech which helps overcome
multimodal impediments to communication. However, it
can degrade the performance of automatic speech recognition
(ASR). Videoconferencing is in widespread use and is often
supported by ASR for captioning and diarisation. Hence, there
is a need to understand the nature of speech production in video-
conferencing. We ask whether ’Zoom speech’ - characterised
by increased pauses and formality - is hyperarticulation. We
conduct a comparative study of in-person and Zoom conversa-
tional interactions. We find some but not all features of clas-
sic hyperarticulation in Zoom interactions. Consistent with hy-
perarticulation we find more pauses, longer vowels, and an in-
creased F0. Changes to the articulation rate, F0 range and vowel
space are not consistent with hyperarticulated speech. To the
best of our knowledge, our work is the first to assess video-
conferencing speech for the presence of hyperarticulation. We
discuss whether videoconferencing merely disrupts interaction,
or induces an atypical form of multimodal hyperarticulation.
Index Terms: human-computer interaction, Lombard speech,
hyperspeech, videoconferencing

1. Introduction
Speakers hyperarticulate to overcome impediments to commu-
nication, e.g. when addressing a hearing-impaired listener [1].
This involves changes to speech [2, 3] and nonverbal communi-
cation [4] which increase intelligibility [5, 3]. Speech-based
changes result in hyperspeech (also called clear speech [2]),
characterised by a higher F0, slower speaking rate and an ex-
panded vowel space [1, 6, 2]. Visually, mouth and head move-
ments become intensified [7, 8]. Hyperarticulation benefits lis-
teners and is equivalent to a 3-6 dB reduction in noise [5].

Automatic speech recognition (ASR) systems are generally
not robust to changes in human speech production. They are
typically trained on speech recorded in noise-free conditions
with noise mixed into the signal in post-processing [9]. Thus,
hyperspeech is not encountered during training [9, 10, 11] and
performance is degraded when hyperspeech is encountered by
the trained model [9, 11]. Including hyperspeech during train-
ing can improve performance [9, 10]. Hence, the detection of
hyperarticulation is an active area of research [11]. While hav-
ing a detrimental effect on ASR, visual speech recognition ex-
periences a performance boost in the presence of hyperarticula-
tion [10, 9].

Lindblom proposed the hyper/hypo (H&H) theory explain-
ing the mechanism behind hyperarticulation [12]. Hyperartic-
ulation is an effortful form of communication. As such, it is
only produced when necessary. Speakers continually monitor
how well they are understood, making dynamic adjustments to
their articulation as required [12]. A well-known type of hy-
perspeech is Lombard speech which occurs in the presence of
background noise [13]. However, hyperspeech is more general.

It can occur whenever a speaker perceives an issue with com-
munication, e.g. when noise is experienced by the listener only
[2]. Recent work by Trujillo et al. demonstrated a visual trigger
of acoustic hyperspeech. Trujillo et al. used screens and cam-
eras to connect interlocutors [4]. Interlocutors produced hyper-
speech when visibility decreased by way of an artificial visual
blur and audio quality remained optimal [4]. Thus, hyperspeech
is triggered by both visual and acoustic disturbances.

Could hyperarticulation occur on Zoom? Meetings are
increasingly occurring remotely, often supported by ASR for
record-keeping and live captioning. However, modern video-
conferencing (VC) platforms including Zoom (which has be-
come synonymous with VC) and Microsoft Teams present a
number of challenges to interaction [14, 15, 16]. VC inter-
action is characterised by heightened formality, lack of spon-
taneity and interlocutor fatigue [14, 15, 17, 18]. The human-
computer interaction literature considers this the result of the
intrinsic constraints of VC [14, 15]. Nonverbal communica-
tion is limited to yes/no nods and shakes of the head [16]. Mu-
tual gaze cannot be achieved [19, 20] despite being critical to
fluid interaction [21]. Zoom has an inherent time-varying la-
tency, disrupting the rhythm of conversation [22]. However, to
the best of our knowledge, no study has considered the possi-
bility that ’Zoom speech’ is hyperarticulation. Therefore, it is
unknown if the deployment of state-of-the-art ASR (the perfor-
mance of which is typically not robust to hyperarticulation) in
VC-mediated interactions is inherently problematic.

In this paper, we present a novel perspective on VC-
mediated interaction. We ask: do we hyperarticulate on Zoom?
Our argument is as follows. Hyperspeech is triggered when
an interlocutor perceives multimodal disruptions to communi-
cation. VC presents a number of multimodal disruptions to hu-
man interaction. Thus, consistent with H&H theory [12], we
argue that a VC speaker responds by producing hyperspeech.
We examine speech produced both in-person and in VC for 5
classic features of acoustic hyperspeech. We use two publicly-
available corpora of VC and in-person conversational interac-
tions: the RoomReader [23] and Multisimo corpora [24]. The
RoomReader corpus was recorded over Zoom whilst the Mul-
tisimo corpus was recorded in-person. The corpora share the
same task which prompts spontaneous interaction, making the
dialogues similar. We demonstrate that VC speech is partially
consistent with hyperspeech. We find an increased articulation
rate in the VC dialogues; the opposite of what is typically ob-
served in hyperspeech. We find more frequent pauses, longer
vowels and an elevated F0; which are all characteristics of hy-
perspeech [3, 5]. We discuss whether these transformations are
an atypical form of multimodal hyperarticulation, concluding
that the answer to the question posed in this paper is nuanced.

2. Eliciting and Quantifying Hyperspeech
The audio features of hyperspeech have been consistently re-
ported across studies [2]. Hazan and Baker [2] note that com-



pared with normal speech, hyperspeech is characterised by: a
higher median F0 and a higher F0 range [1, 6, 2]; a reduced
speaking rate [6]; more frequent and longer pauses [1, 6]; an
expanded vowel space [6]; longer vowels [25]; and higher en-
ergy in the 1-3kHz range [26, 2].

A number of experimental approaches to elicit hyperspeech
have been reported. Picheny et al. asked 3 speakers of English
to read sentences normally and then as if they were addressing
a hearing-impaired individual [1]. They found hyperspeech fea-
tures in the latter, including a slower speaking rate and longer
pauses [1]. In a separate study, they found that this resulted in
increased intelligibility [3]. Hyperspeech has also been found
in spontaneous communication [2]. Hazan and Baker recruited
20 male and 20 female normal-hearing speakers of English who
conducted a spot-the-difference task under two conditions: one
noise-free and another in a setting where the listener experi-
enced auditory noise [27]. This induced hyperspeech in the
speaker’s voice, characterised by an increased median F0, in-
creased energy and slower speaking rate [2]. Hyperspeech ex-
hibits invariance to a speaker’s native (L1) / non-native (L2)
status. Smiljanić and Bradlow compared English and Croatian
hyperspeech with 20 L1 English and 30 L1 Croatian speakers
[6]. They found hyperspeech in both languages is very simi-
lar [6]. Granlund et al. compared the characteristics of English
language hyperspeech produced by L1 and L2 speakers [28].
Twelve native Finnish speakers were recruited who spoke En-
glish with Finnish accents. The native Finnish speakers pro-
duced English hyperspeech with similar characteristics to L1
English speakers [28]. For speech rate, Duran found that flu-
ent non-native speakers’ pause behaviour reflects their speak-
ing style in their native language and articulation rate does not
indicate fluency [29].

Hyperspeech has been recently studied in a multimodal set-
ting. Trujillo et al. asked a pair of Dutch-speaking partici-
pants standing opposite one another to communicate an action
in any way they wished, for example tracing an object [8]. 20
male and 32 female participants were recruited. Noise emitted
through the headphones increased hand and mouth movements
and the intensity of speech [8]. A second study by Trujillo et
al. (described in Section 1) induced a visual blur finding similar
changes to hand gesture, body movement and speech [4]. To the
best of our knowledge, the characteristics of speech produced in
conversational VC interaction have not been explored. VC was
used in a recent hyperspeech study by Pham and Karuza [30].
However, this experimental design is not applicable to our work.
In their study, VC was used as a means to elicit hyperspeech by
exposing participants to acoustic noise [30].

3. Corpora
There are few suitable publicly available corpora to aid this
study. Corpora in the hyperspeech literature involve an exper-
imental design that introduces a disruption to communication;
e.g. the LUCID corpus released by Hazan and Baker induces
acoustic noise [27]. Such corpora are unsuitable for our analy-
sis; we do not wish to study hyperspeech produced in response
to noise, a well-established phenomenon. Instead, we require
everyday VC mediated and in-person interactions to conduct a
comparative analysis. We choose to make use of publicly avail-
able datasets. The RoomReader (RR) [23] corpus is one of
only publicly available corpus of conversational VC interaction,
recorded over Zoom [31]. The corpus follows a scenario that is
led by a tutor which encourages spontaneous, unscripted collab-
oration and interaction. The Multisimo (MM) [24] corpus uses

an identical scenario and was recorded in-person, enabling us to
conduct a comparison of speech production in the two corpora.

The RR [23] and MM [24] corpora each consist of n=30
and n=18 English language, small-group, interactions. In the
MM corpus, participants sat around a table and audio and video
recordings were captured. In the RR corpus, participants joined
a Zoom [31] call using a personal device from a quiet location
of their choosing. Audio and video recordings were captured.
The mean session duration in the RR corpus is 17 minutes and
9.1 minutes in the MM corpus. Both corpora are provided with
transcriptions and diarised audio. There are 4-5 (mode=4) par-
ticipants in each session of the RR corpus and 3 participants in
each session of the MM corpus. A scenario prompts sponta-
neous conversational interaction. 1 participant assumes the
role of a tutor (T) who asks the student (S) participants to name
and rank by their popularity the top three most popular answers
to a question previously asked to 100 people. An example is
”Name an instrument in a symphony orchestra”. In total,
there are 115 participants in the RR corpus (n=50 male, n=65
female) and 56 participants in the MM corpus (n=20 male, n=34
female). All participants are fluent speakers of English [24, 23]
of which n=89 (n=37 male, n=52 female) are native speakers
in the RR corpus and n=12 (n=8 male, n=4 female) in the MM
corpus. Irish-English1 is the dominant dialect of native speak-
ers in both corpora n=63 (n=24 male, n=39 female) participants
in the RR corpus and n=9 (n=5 male, n=4 female) participants
in the MM corpus. There are 2 T participants in the RR corpus
(n=1 male, n=1 female) both of whom are native Irish-English
speakers and each partake in 15/30 of the sessions. There are 3
T participants in the RR corpus (n=3 female) all of whom are
native Greek speakers fluent in English. Each tutor partakes in
7, 9 or 2 of the 18 sessions. The mean speaker age is 23 (std
5.2) in the RR corpus and 30.5 (std 6.8) in the MM corpus.

4. Methodology
We select 5 audio features of hyperspeech to explore. Due to
differences in recording conditions between the RoomReader
(RR) and Multisimo (MM) corpora, we exclude energy-based
metrics that use the amplitude of the speech waveform. We use
five phoneme- and frequency-based metrics: 1) vowel dura-
tion, 2) articulation rate, 3) pause frequency and duration,
4) F0 median and range, and 5) vowel space.

We use the Montreal Forced Aligner (MFA) [32] to ob-
tain phoneme boundaries. An inspection revealed accurate and
precise boundaries. We identify instances of primary and sec-
ondary stress of the 8 English monophthongs /æ, a, O, E, i, U,
u/ (i.e the vowels in had, hard, hod, head, hid, heed, Hudd and
who’d respectively) [33]. We collapse each form of stress into a
single category of vowel. We compare the median vowel dura-
tion of the two corpora [25]. We restrict our analysis to student
(S) participants, as tutor (T) participants appear in multiple ses-
sions. We consider gender-based differences as Alghamdi et al.
reported larger vowel lengthening in female hyperspeech [25].

We define the articulation rate as a participant syllable
count (nsyll) divided by speaking time in seconds (lenS):
articulation rate = nsyll/lenS. We use the automated
method of de Jong et al. to estimate syllable locations [34]. We
define a pause as the silence between adjacent phonemes from
the same speaker. We use end and start times to compute pause

1Differences in demographic data mean we identify speakers with
Irish-English dialects as native speakers who are also Irish nationals in
MM and native speakers who have lived in Ireland for 5 years in RR



length. We set a minimum duration of a pause to 200 millisec-
onds [35]. We define pause rate as the number of pauses in
a speaker dialogue (n pause) divided by total speech time in
minutes (lenM ): pause per min = n pause/lenM .

We use Praat [36] to compute fundamental frequency F0
at the midpoint of each vowel [6], reducing contextual ef-
fects. We use a 10 millisecond width, a 70 Hz pitch floor
and a 500 Hz ceiling. We compute the median F0 for each
speaker: medianF0 = median(F0i)

N
i=1 for all the N mea-

surements of F0 from a speaker. We define the F0 range as
the interquartile range (IQR) of all F0 values of a speaker:
range(F0) = IQR(F0i)

N
i=1 [2]. Each T participant occurs

in multiple sessions. This leads to far more data for T partici-
pants than for S participants. Hence, any difference between the
median F0 could originate from differences between the tutors’
F0 rather than a hyperspeech effect. To avoid this, we restrict
our analysis of F0 to S participants. To investigate the vowel
space, we compute F1 and F2 for each vowel at the midpoint
using Praat (Burg estimation). We use a 25 millisecond window,
a pre-emphasis filter with a +3dB point at 50 Hz, and maximum
formant ceilings of 5000 Hz for males and 5500 Hz for females
[37]. Thus far, we have not made a distinction between native
and non-native speakers due to the similarities of L1 and L2 hy-
perspeech (Section 2). For the formant analysis we select only
groups of male and female Irish-accented speakers, as accent
impacts formant values [33]. Each vowel provides an estimate
of F2 and F1 which we analyse as a vowel space (i.e. a 2D
Cartesian plane) [6, 1]. In hyperspeec,h the vowel space is ex-
panded which Smiljanić and Bradlow quantify in terms of the
vowel space area and vowel space dispersion statistics [6]. We
define the vowel space area of a speaker as the area in Hz2 of
the polygon formed by the median F2 and F1 values [6]. We
define the vowel space dispersion of a speaker as the average of
all Euclidean distances between each F2 F1 estimate pair and
the centroid of the polygon formed by all F2 and F1 values [6].

We remove statistical outliers from the MM and RR cor-
pora using the definition outlier /∈ [−1.5Q1, 1.5Q3] where
Q1 and Q3 are the first and third quartiles. Upon analysis, fea-
tures (e.g. pause duration) exhibit non-normality as evidenced
by the Shapiro-Wilk test. Thus, we use the Mann-Whitney U
(MWU) non-parametric statistical significance test to compare
differences in the median of the two groups. This test is appro-
priate for both normal and non-normally distributed statistics.
We present the median statistic in the form median(Q1, Q3).

5. Results
5.1. Vowel duration

The median vowel duration in the videoconferencing (VC) me-
diated RoomReader (RR) corpus is longer than in the in-person
Multisimo (MM) corpus. There are 5421 vowels in the RR cor-
pus and 3156 in the MM corpus produced by student (S) par-
ticipants. The median duration of a vowel is 70 (40, 110) and
60 (40, 100) milliseconds in the RR and MM corpora (Table
1). There is a significant increase of 10 milliseconds in median
vowel duration in the RR corpus (MWU 40 × 106p < 0.001).
Males have a median vowel duration of 70 (40,100) millisec-
onds in the RR corpus and 60 (40,100) in the MM corpus which
is a significant difference (MWU 10×106p < 0.001). Females
exhibit a larger increase in median vowel duration in the RR
corpus 80 (50,120) milliseconds than in the MM corpus at 60
(40,109) milliseconds (MWU 97 × 105p < 0.001). Thus we
find evidence of vowel elongation in the RR corpus consistent

with the presence of hyperspeech.

Table 1: Median, first and third quartiles of vowel duration for
student participants in the RoomReader and Multisimo corpora

Vowel duration [milliseconds]

RoomReader Multisimo

Participants Median Q1 Q3 Median Q1 Q3

All S 70 40 110 60 40 100
Male S 70 40 100 60 40 100
Female S 80 50 120 60 40 109

5.2. Articulation rate

The articulation rate is faster for S participants in the RR cor-
pus at 4.62 syllables per second in the RR corpus compared
with 4.24 syllables per second in the MM corpus (MWU U =
20 × 105, p < 0.001, Table 2) equivalent to a 7% increase.
We find the same trend for tutor (T) participants. The median
articulation rate for the T participants is 4.93 syllables per sec-
ond compared with 3.97 syllables per second in the MM corpus
(MWU U = 22× 105, p < 0.001, Table 2). This is equivalent
to a 24% increase in the articulation rate. The increased artic-
ulation rate in the RR corpus is an unexpected finding as it is
inconsistent with classic hyperspeech.

5.3. Pause frequency and duration

Pauses are more frequent in the RR corpus for S participants
at 11.52 and 7.02 pauses per minute in the RR and MM cor-
pora respectively (Table 2, MWU U = 20. ∗ 105, p < 0.001).
This is equivalent to a 64% increase. We find a more dramatic
increase in the median pause rate for T participants. Their me-
dian pause rate is 18.21 pauses per minute in the RR corpus
which is over double the median 7.98 pauses per minute in the
MM corpus (Table 2, MWU U = 22. × 105, p < 0.001). The
increased frequency of pauses is consistent with the presence
of hyperspeech in the RR corpus dialogues. We find differ-
ing trends in the median pause duration for S and T partic-
ipants in the two corpora. We find that S participants in the
RR corpus have a median pause duration which is 40 millisec-
onds less than S participants in the MM corpus (Table 2, MWU
U = 20 × 105, p < 0.001). This is inconsistent with the pres-
ence of hyperspeech. However, we find the reverse trend for T
participants: in the RR corpus the median pause duration is 160
milliseconds greater than in the MM corpus (Table 2, MWU
U = 20.2 × 105, p < 0.001), a finding consistent with the
presence of hyperspeech.

Table 2: Median, first and third quartiles of the articulation
rate, pause rate and duration in the RoomReader (RR) and Mul-
tisimo (MM) corpora for tutors (T) and students (S).

RoomReader Multisimo

Statistic Median Q1 Q3 Median Q1 Q3

Articulation rate [nsyll/s] - S 4.62 4.46 4.86 4.24 3.80 4.66
Articulation rate [nsyll/s] - T 4.93 4.47 4.99 3.97 3.83 4.10

Pause rate [npause/min] - S 11.52 8.85 15.73 7.02 4.98 12.30
Pause rate [npause/min] - T 18.21 17.16 21.14 7.98 7.37 10.30

Pause duration [ms] - S 480 310 880 520 320 940
Pause duration [ms] - T 600 370 1060 440 310 750



5.4. F0 median and range

The median F0 is higher for both males and females in the RR
corpus. The median F0 for male S participants in the RR corpus
is 124 Hz and 127 Hz in the MM corpus (MWU U = 11 ×
105, p < 0.001). For female S participants, the median F0
is higher in the RR corpus than in the MM corpus at 189 Hz
and 198 Hz respectively (MWU U = 14 × 106, p < 0.001).
This finding is consistent with the presence of hyperspeech.
We compare the range of F0 values, finding no evidence of a
statistically significant difference in the median F0 range for
male (118.7 vs 129 Hz in MM and RR; MWU U = 460, p =
0.97) and female (189.2 and 287 Hz in MM and RR; MWU
U = 528, p = 0.4) S participants in the two corpora. This
finding is inconsistent with the presence of hyperspeech.

5.5. Vowel space

The median number of vowels (and hence estimates of F1 and
F2) of each type produced by S participants is 11 (6, 20) and
22 (13, 31) in the MM and RR corpora. We find no evidence
of a change in the median vowel space area of male speakers:
198 × 103 (130 × 103, 318 × 103) Hz2 in RR vs. 270 × 103

(230 × 103, 359 × 103) Hz2 in MM (MWU U = 30.5, p =
0.264). We also find no evidence of a change in the vowel space
dispersion: 409 (349, 465) Hz in RR and 408 (318, 604) Hz in
MM (MWU 97.5, p = 0.167). We also find no evidence of a
difference for female speakers. This is inconsistent with the
presence of hyperspeech. Male and female vowel space plots
are omitted due to space limitations.

6. Discussion
In our comparative analysis of Zoom and in-person interactions,
we found an increased pause rate, vowel length and median F0
- all consistent with hyperspeech - in videoconferencing (VC)
interactions. However, we found no change in the F0 range nor
the vowel space; usually apparent in hyperspeech. Moreover,
our finding of an increased articulation rate is the opposite of
what is typically observed in hyperspeech.

Have we failed to identify hyperspeech on Zoom? Firstly,
we must consider the body of work establishing the characteris-
tic features of hyperspeech. These are studies which considered
acoustic disruptions to communication (Section 2), whereas VC
presents a range of auditory and visual disruptions. Some dis-
ruptions are static e.g. the absence of mutual gaze [19, 20] and
others vary e.g. the duration of latency [22]. Given this com-
plexity, we begin to understand that the answer to the question
posed in this paper is not clear-cut. We have clearly demon-
strated alterations to speech production in VC. According to the
Human-Computer Interaction (HCI) literature, these transfor-
mations merely reflect the disruptive effects of VC [14, 15, 16].
From this perspective, increased pauses can be explained by
the poor turn-taking and hesitancy to speak which plague VC-
mediated interaction [14, 15, 18]. However, we have found
ample evidence that the pause frequency, pause duration (for
the tutors) and vowel length are all altered over VC in a man-
ner consistent with hyperspeech [3, 5]. Thus, jointly consider-
ing the nature of VC interaction and recent work establishing
the multimodal nature of hyperarticulation [4], we now won-
der whether VC induces a unique form hyperarticulation only
partially consistent with the literature.

What do our findings mean for automatic speech recogni-
tion (ASR)? Any deployment of ASR in VC must take into ac-
count the potential impact of changes in speech production on

ASR performance as clearly, VC impacts speech production.
However, it is less clear if ’Zoom speech’ fits into the well-
understood category of hyperspeech. Our work establishes a
basis for future studies developing our understanding of mul-
timodal interaction in VC. In particular, our finding of an in-
creased speech rate demands further investigation. The opti-
mal speech rate for VC may be the opposite of what is usually
observed in hyperspeech. Another future study could compare
head and lip movements in across VC and in-person settings as
they are intensified during hyperarticulation [4, 8].

We chose to use publicly available corpora of natural un-
constrained human interaction (Section 3), motivated by our
study of hyperspeech in natural communication. However, this
imposes limitations on our findings. Firstly, there are limited
numbers of speakers to compare (Section 3); in particular for
the vowel space where only native English speakers were used
(Section 5). Secondly, prior studies compare the same speak-
ers in two communication settings, for example, noise-free and
with background noise (e.g. [2]). In our study, the corpora con-
tain different sets of participants. Hence, there is a possibility
that natural variation in the speech production of participants in-
fluences the result, and observed differences are not due to the
medium of VC. However, we note that our study contains sim-
ilar numbers of participants to prior work (Section 2) and that
the Zoom interactions exhibit an increase in the frequency of
pauses consistent with prior observations in the HCI literature.
Other studies have considered carefully controlled settings, re-
moving these confounding factors [2]. Such designs could be
considered in future experiments comparing in-person and VC
communication, which would necessitate data collection. How-
ever, there is an inevitable trade-off between constraining the
interaction (or the recording setup) and obtaining natural spon-
taneous speech. Nevertheless, our work forms an initial explo-
ration of speech production in VC, leveraging public data of
unconstrained everyday conversational interactions.

7. Conclusion
Online meetings are now an everyday occurrence. However, the
automatic speech recognition (ASR) systems which often sup-
port them are not robust to changes in speech production. Hence
there is a need to understand the nature of speech production in
videoconferencing (VC). We conducted a comparative study of
comparable in-person and VC mediated conversational interac-
tions. To the best of our knowledge, our study is the first to
consider if the changes to interaction induced by VC are hy-
perspeech. We found that VC speech is different to in-person
speech. It exhibits many of the characteristic features of clas-
sical hyperspeech such as more frequent pauses. However, our
finding of an increased articulation is the opposite of what is
typically observed in hyperspeech. Hence, our work raises im-
portant questions about the nature of VC speech. Given the lack
of robustness of modern ASR to changes in speech production,
our work highlights the need to further understand and cate-
gorise ’Zoom speech’. Considering the emerging understanding
of hyperarticulation as a multimodal phenomenon with visual
triggers, we argue that an atypical form of hyperspeech may be
produced by interlocutors in VC-mediated interactions.
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