A novel speech enhancement method based on multiple-microphone arrays
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Abstract

In this paper we proposed an approach to enhance the far-field
speech by removing the reverberation and the noise in the au-
dio. Firstly the absolute volume and the volume variance of
each microphone array are calculated for every minute. The
microphone arrays with the largest two volumes are regarded
as the arrays that are closest to the speakers during that period.
A smooth window is also applied to remove the noise affection.
Secondly Weighted Prediction Error (WPE) is adopted using the
selected two microphone arrays for every minute. This method
minimizes the sum of the squared prediction errors normalized
by the source variances so that it can minimize the reverberation
of the speech. Then Beamforming provided by the baseline [?]
is applied on the dereverberated audios. At last, a post-process
of spectral subtraction is applied on the audio to remove the
noise in the background. In the last step, the audio is sliced into
chunks and Short-Time-Fourier-Transform (STFT) are calcu-
lated for each chunk. Within each chunk the non-voice regions
are detected using VAD and then these regions are averaged
to form ’background-noise spectrum’(BNS). Then the chunk is
updated by subtracting the BNS. The BNS is updated for each
chunk by weighted averaged with previous BNSs. Experiment
shows that our approach improves the Signal-to-Noise ratio of
the speech very obviously and and improve the ASR result.

This approach uses purely signal processing methods and
no external data were adopted.

1. Background

In this approach we contributed to both the single-array track
and the multiple-array track. The methodology is based on sig-
nal processing and thus no training data is needed. We aim
to improve the dereverberation and the noise in the audio. No
speech separation (cocktail-party problem) method was per-
formed at this stage.

2. Contributions
2.1. Single-array track

In this approach only one Kinect was selected to perform the
speech enhancement. The audio acquired by multiple channels
are processed using WPE method. Then Beamforming is ap-
plied on the processed audios. At the end a spectral subtraction
method is applied to enhance the speech.

1. The following four steps describes the Weighted Predic-
tion Error (WPE) method [?].

1.1. The audios from the four channels of the Kinect are
cropped into one minute.

1.2. Convert the audios into STFT using 32 ms frame length
and 8 ms hop.

1.3. WPE is applied on the 4 one-minute STFTs. The in-
verse filter is estimated to remove the late reverberation.

1.4. The four new STFTs are then transformed back to au-
dios and concatenated with the previous audios.

2. Beamforming is then applied on the four audios and one
new audio is obtained.

3. The following three steps describes the spectral subtrac-
tion method.

3.1. Select the earliest quiet frames in the first few seconds
and calculate the average as the noise background spectrum.

3.2. Each following frame is compared with the noise
frame. If the overall power of the frame is smaller than the
noise frame, keep the original frame and update the noise frame
with

noiseremp = G * noiseff”p”t +(1-G) = sig®™P™t (1)
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Where noise(mu) is the new noise frame, sig is the current signal
frame, G is 0.8 and expnt is 2.0. If the overall power of the frame
is greater than the noise frame, subtract the noise frame to get
the estimated clean frame.

3.3. After the new estimated frames are obtained, convert
the STFT frames back to time-series audio.

2.2. Multiple-array track

In this approach multiple Kinects were selected to perform the
speech enhancement.

1. The power envelope of each Kinect is calculated for ev-
ery minute. Then for each minute the Kinects with the top two
powers are selected to perform the multiple-array speech en-
hancement. A median filter is applied on the array selection to
get rid of the jumpy result.

2. The Weighted Prediction Error (WPE) method is adopted
in this step to do the dereverberation. All 8 channels of the
selected arrays are utilized together to perform the WPE.

3. The rest steps are the same as the steps 2 and 3 in single-
array track section.

3. Experimental evaluation

The results are generated by the development and evaluation
datasets using our approach. No external data was used and the
ASR pipeline was not modified. Only speech enhancement was
applied on the test data.

Both single-array track and multiple-array track results are
reported.

Note that the baseline WER for the single array is 90.97%
and our system (90.52%) beats the baseline by 0.4%. But
the multiple-array system performs worse on the ASR re-
sult(91.00%) though it sounds more clearly objectively. We
tested the multiple-array system with the 3rd-party ASR system
(Watson, IBM at https://speech-to-text-demo.
ng.bluemix.net/) and our approach performs better. Thus



Table 1: Overall WER (%) for the systems tested on the devel-
opment test set.

Track ‘ System ‘WER

Single ‘ System 1 ‘
Multiple | System 1 | 91.00

Table 2: Results for the best system. WER (%) per session and
location together with the overall WER.

Track | Session ‘Kitchen ‘ Dining ‘ Living ‘ Overall
S02 | 93.75 90.46 89.73
. Devl 509 | 89.65 | 90.99 | 87.55 | 702
Single
S01
Eval 1
S02 93.99 92.25 89.80
. Dev S09 91.01 90.65 87.46 91.00
Multiple
S01
Eval 1

we think the worse result was caused by the misaligment of the
audio when performing WPE.
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