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Abstract
This contribution presents a speech enhancement system for
the CHiME-5 Dinner Party Scenario. The front-end employs
multi-channel linear time-variant filtering and achieves its gains
without the use of a neural network. We present an adap-
tation of blind source separation techniques to the CHiME-5
database which we call Guided Source Separation (GSS). Using
the baseline acoustic and language model, the combination of
Weighted Prediction Error based dereverberation, guided source
separation, and beamforming reduces the WER by 10.54%
(relative) for the single array track and by 21.12% (relative)
on the multiple array track.

1. Introduction
During the past decade various new speech enhancement tech-
niques, supported by the rise of Neural Networks (NNs), have
been developed [1, 2]. Many of these developments have been
spurred by recent challenges like REVERB [3], CHiME-3 [4]
and CHiME-4 [5], which showcased the benefits of a strong
speech enhancement front-end for Automatic Speech Recogni-
tion (ASR). In particular, supervised learning approaches for
time-frequency mask estimation employing a neural network
[1, 6] with subsequent beamforming, achieved excellent re-
sults. In recent years similar improvements in ASR were
achieved with NN supported mask estimation for source sep-
aration [7, 8, 9]. However, these NN-based front-ends rely on
clean training targets for efficient training making their appli-
cation to a real word scenario challenging, where the required
supervision information is often missing.

The CHiME-5 challenge [10], introduces a database con-
sisting only of real multi-channel recordings in a dinner party
scenario. Since the clean, uncorrupted speech is not available
for computing the targets for a mask estimating neural network,
one has to resort to unsupervised mask estimation techniques,
which, e.g., have been used in the context of Blind Source Sep-
aration (BSS) employing spatial mixture models. In this con-
tribution we modify the BSS approach introduced in [11, 12]
to make efficient use of the available time and speaker anno-
tations provided with the challenge data. Therefore, this novel
separation system is called Guided Source Separation (GSS)
[13] in the sequel. The GSS outputs time-frequency masks,
from these mask spatial covariance matrices are estimated, and
from these matrices, in turn, the coefficients of the statistically
optimum Minimum Variance Distortionless Response (MVDR)
beamformer are computed. Separation performance can be fur-
ther improved by applying spectral masking to the beamformed
signal, however, at the cost of introducing spectral distortions.
Additionally, we apply multi-channel dereverberation based on
the Weighted Prediction Error (WPE) principle [14, 15, 16] as
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a preprocessing step for GSS. We will also show how the pro-
posed methods can be extended from single array enhancement
to the multi array scenario.

We evaluate the proposed front-end processing techniques
by computing Word Error Rates (WERs) using the baseline
ASR back-end provided by the challenge organizers, and ob-
serve significant WER improvements. Yet better WERs can be
achieved by combining the presented front-end with a stronger
back-end, as is shown in [17].

In Section 2 a short overview over the CHiME-5 database is
provided, and the components of the presented system are de-
scribed in Section 3. Section 4 presents the evaluation of the
proposed system, which is followed by conclusions and an out-
look in Section 5.

2. CHiME-5 database
The CHiME-5 database consists of real recordings from 20 sep-
arate dinner parties divided into 16 for training, two for develop-
ment and two parties for evaluation. Each party scenario, from
now on called session, consists of the recordings of the con-
versation of four friends who spend around two hours in a real
home. Each session is divided into three parts, which take place
in different locations of the home and which last at least half an
hour. The first part is the meal preparation in the kitchen, the
second part takes place in the dining area and for the last part
the friends move to the living room. The sessions are recorded
by six Microsoft Kinect devices with four audio channels each
and two Kinects per room. Additionally, each speaker wore two
in-ear microphones. Those in-ear microphone signals are only
provided for the training and development sessions. A session
is split into multiple utterances for which time stamps and the
target speaker id are provided.
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Figure 1: Histograms of the number of active speakers for the
train, development and evaluation dataset.

Figure 1 shows that during the conversations a high amount
of cross talk is present with up to four active speakers at a time.
Since this is a likely source of recognition errors, our efforts
concentrated on reducing the cross talk to enable the acoustic
model to focus on the target speaker to improve recognition re-



sults.

3. System Overview
Let Yt,f denote the multi-channel signal, consisting of D mi-
crophone signals, in the Short time Fourier Transform (STFT)
domain, where t and f are the time frame and frequency bin
indices, respectively. We model it as

Yt,f =
∑
k

Xearly
t,f,k +

∑
k

Xtail
t,f,k︸ ︷︷ ︸

Xtail
t,f

+Nt,f , (1)

with Xearly
t,f,k and Xtail

t,f,k being the STFT coefficients for the early
and late reverberated signals corresponding to the kth speaker.
Nt,f represents the STFT coefficients of the noise signal.

Figure 2 depicts the structure of the enhancement system
which will be described in the following.
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Figure 2: Overview of speech enhancement system

3.1. Weighted prediction error dereverberation

The first algorithm applied to the microphone signals is multi-
channel WPE [16] for dereverberation, using our implementa-
tion [18] available on GitHub1. WPE estimates the reverbera-
tion tail Xtail

t,f and subtracts it from the observed signal Yt,f .
Note that WPE has been originally derived assuming ab-

sence of noise and overlapping speakers. However, in [19] we
showed that WPE achieves reasonable WER reduction even in
environments with significant amounts of additive noise. In
[20] WPE and BSS has been jointly considered leading to a
rather complex algorithm which alternates between dererbera-
tion and source separation. For complexity reasons we did not
consider this tight integration here and applied WPE simply as
a front end to all further processing.

3.2. Guided source separation

Assuming sparsity of speech in the STFT domain, BSS can be
achieved by estimating, in an alternating fashion, first which
source is dominant in each time-frequency (tf) bin, and then the
statistics of each source from the tf bins it dominates. To this
end we employed complex Angular Central Gaussian Mixture
Model (cACGMM) [12] of which our implementation is avail-
able on GitHub2. The Probability Density Function (PDF) of
the cACGMM is:

p
(
Ỹt,f ;θf

)
=
∑
k

πf,kA
(
Ỹt,f ;Bf,k

)
, (2)

1https://github.com/fgnt/nara wpe
2https://github.com/fgnt/pb bss

where

A
(
Ỹ;B

)
=

(D − 1)!

2πD det (B)
· 1(

Ỹ
H
B−1Ỹ

)D , (3)

Ỹt,f =
Yt,f

‖Yt,f‖
. (4)

Here, Ỹt,f , θf , πf,k and Bf,k are the normalized observation
vector, the parameter set, the mixture weights and the matrix
parameter of the complex Angular Central Gaussian distribu-
tion [21], respectively.

Because the parameters of the model are estimated on each
frequency bin independently, the well-known frequency permu-
tation problem arises: the same mixture index kmay correspond
to different speakers in different frequency bins. Further, the
number of mixture components, a.k.a. the number of speakers,
has to be known.
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Figure 3: Time annotation visualization. All utterance segments
are aligned on the target array. Relative to a desired utterance
is an extended segment selected for the enhancement.

To overcome these difficulties we exploited the time anno-
tations provided by the challenge organizers (visualized in Fig-
ure 3), which indicate when a particular speaker is active. The
source activity pattern derived from the annotations guides the
estimation of the mixture model parameters and avoids the need
to solve the frequency permutation and the global speaker per-
mutation problem. The latter refers to the fact, that the speaker
order may also be a permuted version of the provided speaker
order from the challenge organizers. Furthermore, it renders the
estimation of the number of active sources unnecessary.

From these time annotations we compute a variable at,k,
which takes the values one or zero depending on whether
speaker k is active or inactive at time frame t. The time-
invariant mixture weights πf,k are converted to time variant
weights πt,f,k using the annotations at,k:

πt,f,k =
πf,kat,k∑
k′ πf,k′at,k′

. (5)

With this modification the Expectation Maximization (EM) al-
gorithm for the cACGMM from [12] has to be slightly modified.
The E-step now is:

γt,f,k =

πt,f,k
1

det(Bf,k)
1(

Ỹ
H
t,fB−1

f,k
Ỹt,f

)D∑
k′ πt,f,k′

1

det(Bf,k′)
1(

Ỹ
H
t,fB−1

f,k′ Ỹt,f

)D

=

πf,kat,k
1

det(Bf,k)
1(

Ỹ
H
t,fB−1

f,k
Ỹt,f

)D∑
k′ πf,k′at,k′

1

det(Bf,k′)
1(

Ỹ
H
t,fB−1

f,k′ Ỹt,f

)D

, (6)



and the M-step is:

πf,k =
1

T

∑
t

γt,f,k, (7)

Bf,k = D

∑
t γt,f,k

Ỹ
H
t,f Ỹt,f

Ỹ
H
t,fB−1

f,k
Ỹt,f∑

t γt,f,k
(8)

To account for background noise we use an additional noise
class, whose activity at,k is set to be always one. This mixture
component can be considered as a garbage class which is sup-
posed to collect distortions. This additional class introduces a
permutation problem with the target speaker (Figure 3 original
segment), because the activity at,k for the target speaker and
the noise class is equal. To reduce the permutation problem, a
context is used (Figure 3 extended segment). With this context
it is likely that the activity at,k for the target speaker contains
enough zeros so that the GSS system does no longer permute
the target speaker with the noise.

3.3. Beamforming and masking

The estimated masks, i.e., the posteriors γt,f,k, are used for
beamforming and/or mask-based source extraction. We em-
ployed the MVDR beamformer according to [22, 23]:

wf (r) =
Φ−1
NN,fΦXX,f r

tr
{

Φ−1
NN,fΦXX,f

} , (9)

where

Φνν,f =
1

T

∑
t

γt,f,νYt,fY
H
t,f , ν ∈ {X,N} (10)

r = argmax
e

{
wH
f (e)ΦXX,fwf (e)

wH
f (e)ΦNN,fwf (e)

}
. (11)

Here, e is a unit vector, which selects the reference microphone,
where the reference microphone is defined as the one with the
largest output SNR, see Equation (11). The target mask γt,f,X
is the posterior γt,f,k where the source index k corresponds to
the target speaker and the distortion mask γt,f,N is the sum of
all remaining posteriors γt,f,k. Further the Blind Analytic Nor-
malization (BAN) postfilter [24]

wf ←

√
|wH

f ΦNN,fΦNN,fwf |

wH
f ΦNN,fwf

wf , (12)

is applied to the beamformer output.
To improve the separation performance if the spatial di-

versity of the speakers is low, additional spectral masking is
performed. However, this introduces additional spectral distor-
tions.

3.4. Multi array enhancement

The above described system is developed for single array en-
hancement. However, we propose to apply it also to multiple
arrays by stacking all microphone signals. In general, speech
enhancement on multiple arrays without a tight synchronization
of their individual sampling clocks can result in poor perfor-
mance. Further offsets between the signals of different arrays
can occur if chunks of samples are lost by the signal capturing

device. However, the challenge organizers provided a synchro-
nization3 that roughly compensates for these offsets.

Assuming that the array signals are reasonable well syn-
chronized, and assuming that the distances between the arrays
are not too large and that the algorithms can deal with poor SNR
values for some microphones, stacking all arrays to one big ar-
ray can be advantageous due to the increased number of avail-
able channels. Furthermore, the GSS has more spatial informa-
tion to distinguish between the sources. Also, beamfoming can
be used to conduct an array selection. Note the used MVDR
beamformer has a SNR based reference microphone selection
and not a fixed reference microphone.

3.5. Back-End

We compare two hybrid acoustic models, both trained with the
KALDI Toolkit [25] and the baseline Time Delay Neural Net-
work (TDNN) recipe with i-vectors and Mel Frequency Cep-
stral Coefficients (MFCC) features.

The first Acoustical Model (AM) is trained on enhanced in-
ear data. To cleanup the in-ear data we first stacked all 8 chan-
nels to one array (4 speakers each with 2 in-ear microphones)
and ran the GSS two times. The first run was over the whole
session and the resulting set of model parameters served as ini-
tialization for the second run, which was carried out for each
utterance separately. With the assumption that each speaker
has a fixed position relative to his in-ear microphones which
is independent of his movements, it is reasonable to run the
first parameter estimation on a complete session. The second,
utterance-wise GSS adapts serves as fine-tuning towards the in-
dividual spatial configuration of an utterance.

To the in-ear data we did apply neither WPE nor beamform-
ing. The enhanced data is simply the in-ear audio multiplied
with the masks obtained from GSS.

The second AM is the provided baseline model (baseline),
which is trained on the left channel of the target speaker’s in-
ear microphone and a random selection of array signals. This
model was trained without enhanced training data.

No additional language model adaptation or rescaling is
used.

4. Experimental evaluation
The proposed system is tested on the CHiME-5 data described
in Section 2. For the front-end a STFT with a window size
of 64ms and a shift of 16ms is used, whereas the back-end
uses a STFT with window size 25ms and a shift of 10ms. For
WPE we used the following parameters: 10 filter taps, a de-
lay of 2 frames, beyond which correlation in the signal should
be removed, and 3 iterations of WPE algorithm. For the clean
speech Power Spectral Density (PSD) estimate a context of ±1
frame was used. In the multi array track the delay is increased
to 3 frames, and no PSD context is used. The following sec-
tions describe the improvements in WER achieved by the front-
end components for the single and multi array scenario, respec-
tively. All error rates given in the following are obtained on the
development set of the microphone array data, except for the
final WER with Source Activity Detector (SAD).

3https://github.com/chimechallenge/chime5-
synchronisation



Table 1: Overall WER in % on the development test set for single-array systems.

Context WPE GSS GSS Beamforming In-Ear TDNN Baseline TDNN
in s Noise class w/o Masking w Masking w/o Masking w Masking

0 - - BeamformIt 96.98 - 81.69 -
Sum Channels 93.94 - 81.13 -

15 - 3
- Channel 3 94.72

86.49
82.28

74.67
3 80.84 84.84

0

- 3

-

MVDR + BAN

96.71 96.87 86.31 86.57
0 3 94.65 95.09 81.98 82.56
2 - 89.08 86.40 78.16 76.58
2 3 86.52 80.43 76.16 81.50

15 - 88.20 83.30 77.23 74.42
15 3 84.86 79.89 75.11 84.76

2

3 3

-

MVDR + BAN

85.66 82.71 76.97 75.10
2 3 82.69 77.15 74.82 78.87

15 - 85.11 79.35 74.42 73.08
15 3 82.02 77.21 74.08 83.12

4.1. Single-array task

Table 1 gives a break-down of the benefits of the different en-
hancement steps in the single array scenario. Since the in-ear
AM has not seen array data, the WER to start with is relative
high (94.72%), as expected. An enhancement with beamform-
ing only (84.86%) or by applying the mask to a single micro-
phone channel without beamforming (80.84%) achieves sig-
nificant gains. The performance gain obtained by beamform-
ing is less, probably because of the small spatial difference be-
tween overlapping speakers. A slightly higher gain of 2.78%
is achieved by using WPE as a preprocessing step and by using
beamforming and masking together, i.e., beamforming followed
by masking on the beamformed signal. WPE increases the ef-
fectiveness of the source separation system by decorrelating the
observations. Compared to the initial WER of around 94.72%
a relative gain of 20% is achieved.

When comparing these results with those obtained with the
baseline AM the conclusions about the benefits of the individual
components are the same. But the optimal parameter settings
are different. This could possibly be explained with the sensi-
tivity of the baseline AM to distortions introduced by masking
in contrast to the in-ear AM which has seen those distortions
during training. Whether masking introduces distortions depens
on the noise class, without a noise class, at times when only one
speaker is active, the observations are not affected by masking,
because the posterior γt,f,k for this speaker is equal to one. This
may explain why the in-ear AM achives lower WER with a ded-
icated noise class in the GSS mixture model, the baseline AM
results however suffer if a noise class is foreseen.

4.2. Multi array task

In Table 2 the gains from using multiple arrays are described
for each system component. For all results a context of 15 s,
see Section 3.2, and a noise class are used.

The beamformer profits from higher spatial resolution,
which allows the separation of speakers standing only a small
distance apart. Additionally, the beamformer probably takes
advantage of choosing the reference microphone from all ar-
rays instead of a single array. The improved separation can be
seen in the approximately 5% lower WER for both AMs when
stacking all channels for beamforming and without additional
spectral masking.

For the cACGMM a similar benefit from additional spatial
information through stacked channels is expected. This expec-
tation is met by the WER gain, which rises to 10% for both
AM, when using spectral masking and employing in-ear AM.

An additional gain is obtained when stacking the channels
of all microphone arrays also for WPE. Quite surprisingly, now
a back-end trained only on the in-ear data achieves a lower error
rate than the back-end which is trained on mostly array data
according to the challenge baseline setup. This clearly shows
the strength of the model-based speech enhancement used here
for a challenging ASR task. In total, a relative WER reduction
of around 20% was achieved compared to the baseline system.
This was achieved without retraining of the AM and the use of a
neural network in the front-end. With training on the enhanced
In-Ear data the WER is even further reduced to 62.51%.

We used the setup of the best systems from Tables 1 and 2
with a Source Activity Detector (SAD) Neuronal Network (NN)

Table 2: Overall WER in % on the development test set for multi-array systems.

Stack all channels In-Ear TDNN Baseline TDNN
WPE GSS MVDR + BAN w/o Masking w Masking w/o Masking w Masking

- - - 82.02 77.21 74.08 83.12

- - 3 77.19 77.36 69.98 83.17
- 3 3 71.95 66.24 65.50 78.78
3 3 3 67.93 62.51 64.41 76.80



that estimates alignments aNN
t,k. As input to the SAD we chose

the array signal, a source activity mask estimated by the GSS
and the time annotations given by the challenge organizers. The
target alignments a ASR are the non slience alignments of an
acoustic model. This resulted in a WER improvement by 1%.

At the moment we can only guess what the reason for the
performance drop in WER from development to evaluation set
in the multi-array case is because of the missing evaluation
data. First, we used different acoustic models, In-Ear TDNN for
multi-array and the Baseline TDNN for the single array track.
Second, according to Figure 1, the eval data has less overlap
than the development data. The In-Ear TDNN has shown its
strength for overlap data, while the Baseline TDNN is better
when only one speaker is active.

Table 3: Results for the best system. WER (%) per session and
location, together with the overall WER.

Track Session Kitchen Dining Living Overall

Single
Dev S02 80.75 69.44 65.31

71.43S09 72.62 72.77 68.14

Eval S01 82.63 63.15 79.46
69.60S21 74.75 59.70 64.79

Multi
Dev S02 68.65 65.86 56.39

61.73S09 58.72 60.97 60.67

Eval S01 83.05 60.37 75.78
68.98S21 78.01 60.65 64.21

5. Conclusions
We presented a speech enhancement system consisting of WPE,
GSS and beamforming with spectral masking. The GSS em-
ploys a spatial mixture model that uses speaker time annota-
tions to avoid the permutation problems. This front-end, which
does not employ a neural network component, achieves a signif-
icant WER reduction on the challenging CHiME-5 dinner party
scenario without the use of a neural network. Those WER im-
provements have been obtained using the acoustic model pro-
vided by the challenge organizers. Further significant gains are
obtained if a stronger back-end and if system combination is
used, see our companion paper [17]. An implementation of the
described speech enhancement system without SAD is available
on GitHub4.
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