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Abstract
This paper describes the NWPU-ByteAudio system for
CHiME-7 Task 2 - unsupervised domain adaptation for con-
versational speech enhancement (UDASE). To better make use
of the in-domain mixture data, we improve the self-supervised
learning (SSL) approach RemixIT with MetricGAN discrimi-
nator, resulting in an updated version called RemixIT-G. Under
the RemixIT-G framework, we take Uformer+ as the speech en-
hancement model, which is an improved version of Uformer up-
dated with the MetricGAN discriminator as well. We also ap-
ply an unsupervised noise adaptation model to generate noisy
speech in the target domain. A perceptual contrast stretching
(PCS) method is used to further improve the auditory percep-
tion quality of the enhanced speech. Our approach has achieved
an SI-SDR of 12.95 and an OVRL-MOS of 3.07 in the CHiME-
7 task 2 evaluation set.
Index Terms: Speech enhancement, unsupervised domain
adaptation, RemixIT, MetricGAN

1. Introduction
In recent years, deep neural network (DNN) based speech en-
hancement has achieved superior performance over the tra-
ditional signal processing based methods [1]. However, the
widely adopted supervised learning of neural models requires a
large number of paired data for training. Since it is not feasible
to capture paired noisy and clean speech in real-world scenarios,
noisy speech is usually simulated by mixing clean speech and
noise. This leads to a mismatch between the simulated training
data and the real-world data in real applications [2]. Unsuper-
vised domain adaptation has been recently proposed to solve
this problem [2, 3, 4, 5].

The CHiME-7 Challenge UDASE task aims to use unla-
beled data to overcome the performance drop caused by domain
mismatch for speech enhancement models trained on simulated
data. In other words, it focuses on improving neural speech en-
hancement models with the help of in-domain unlabeled data
and out-domain labeled data.

In this challenge, we submitted a self-supervised learning
(SSL) approach based on RemixIT [4]. RemixIT follows a con-
tinuous teacher-student learning scheme, effectively leveraging
the in-domain mixture data to train a model matching the target
domain. Moreover, we explore the efficacy of MetricGAN [6]
discriminator in our approach. Specifically, we use Uformer [7]
as the backbone of the teacher network but update it with Met-
ricGAN+ [8] for better generalization capabilities. Similarly,
we improve RemixIT by incorporating MetricGAN-U [9] dur-
ing the training of the student network. To get better speech and
noise estimates from the pre-trained teacher using unlabeled
data, we adopt unsupervised noise adaptation by data simula-
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Figure 1: The overall architecture of Uformer [7].

tion [10]. Moreover, to make use of the in-domain noise for
model training, a voice activity detection (VAD) module [11]
is used to automatically extract the noise segments from the
CHiME-5 training set. Lastly, to further enhance the auditory
quality of the enhanced speech, we apply perceptual contrast
stretching (PCS) [12] during training and decoding.

2. Proposed approach
We first introduce our neural speech enhancement model and
then describe the improved self-supervised learning scheme.
Unsupervised noise adaptation and perceptual contrast stretch-
ing are finally introduced.

2.1. Uformer+: improved Uformer with MetricGAN
We choose Uformer as our enhancement model. Uformer [7] is
a Unet-based dilated dual-path conformer network working in
both complex and magnitude domains for simultaneous speech
enhancement and dereverberation. As shown in Fig. 1, Uformer
has two distinct branches – the magnitude branch and the com-
plex branch. The primary focus of the magnitude branch is the
suppression of noise, while the complex branch serves as an
auxiliary module to compensate for the possible loss of spectral
details and the phase mismatch.

In the challenge, we apply MetricGAN [6] in the training
of the Uformer model to improve its generalization ability. The
main idea of MetricGAN is to mimic the behavior of a target
evaluation function such as PESQ [13] with a neural network
and thus such a non-differentiable metric can be used during
model training. Specifically, we use MetricGAN+ [8], an im-
proved version, to predict PESQ or DNS-MOS [14]. We call
our updated model Uformer+.

2.2. RemixIT-G: improved RemixIT with MetricGAN
RemixIT [4] is a self-supervised learning (SSL) strategy based
on pseudo-labeling and continual training. It remixes the clean
speech and noise estimated by a pre-trained teacher model to
obtain the pseudo-labels which are then used to train a student



Table 1: Results on reverberant LibriCHiME-5 dev set
Model Predicted metric SI-SDR (dB)

Unprocessed - 6.57
Sudo rm-rf - 8.23
Uformer+ PESQ 8.83
Uformer+ DNS-MOS 8.66

model. The teacher model is constantly updated with the weight
of the student model during training.

We use Uformer+ introduced in Section 2.1 as the teacher
model, which is pre-trained on the out-of-domain data. To fur-
ther improve performance, we add the MetricGAN-U [9] dis-
criminator in RemixIT to learn the remixed pseudo-labels. This
updated version is named as RemixIT-G.
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Figure 2: RemixIT-G: improved RemixIT with MetricGAN.

The structure of RemixIT-G is shown in Fig. 2. To predict
PESQ without clean labels, we pre-train a MetricGAN discrim-
inator on out-of-domain data. In fact, the quality net is trained
simultaneously with the teacher model. The enhanced speech of
the student model is fed into the discriminator which predicts
PESQ. We calculate the loss with the maximum score, which
can make the student model to focus on the improvement of
perceived speech quality to obtain better performance.

2.3. Unsupervised noise adaptation
We use a data-simulation-based method called UNA-GAN [10]
to generate noisy speech in the target domain. The structure
of UNA-GAN is shown in Fig. 3. The generator is used to
map clean speech to noisy speech. The discriminator deter-
mines whether the input is real or simulated. In this design, the
generator learns to incorporate noise, which matches the target
domain, into clean speech. To prevent the generator from gener-
ating too much noise and overwriting the clean speech, contrast
learning is used to maximize the mutual information between
the paired clean and noisy magnitude spectra.
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Figure 3: The structure of UNA-GAN.

2.4. Perceptual contrast stretching
Perceptual contrast stretching (PCS) [12] is derived based on
the critical band importance function. It stretches the contrast
of target features in the data based on a set of auditory weights.
The weights are designed according to the critical band impor-
tance [15]. As a pre-processing step, PCS is applied to the input
noisy speech during training. Likewise, PCS is also applied to
the enhanced speech after inference as a post-processing step.

3. Experiments
3.1. Dataset
For supervised training, we use speech signals from Lib-
riSpeech [16] to generate clean labels. To cope with the pos-
sible 1-3 speakers, we choose to generate clean labels for 1,

Table 2: Results on reverberant LibriCHiME-5 eval set
Model Training strategy SI-SDR (dB)

Unprocessed - 6.59
Sudo rm-rf fully-supervised 7.80
Sudo rm-rf RemixIT 9.44
Sudo rm-rf RemixIT + VAD 10.05
Uformer+ fully-supervised 8.79
Uformer+ UNA-GAN finetune 9.37
Uformer+ RemixIT 12.04
Uformer+ RemixIT-G 12.95

Table 3: Results on CHiME-5 eval subset
Model Training strategy OVRL BAK SIG

Unprocessed - 2.84 2.92 3.48
Sudo rm-rf fully-supervised 2.88 3.59 3.33
Sudo rm-rf RemixIT 2.82 3.64 3.26
Sudo rm-rf RemixIT + VAD 2.84 3.62 3.28
Uformer+ fully-supervised 3.03 3.88 3.35
Uformer+ UNA-GAN finetune 3.05 3.91 3.36
Uformer+ RemixIT 3.04 3.94 3.37
Uformer+ RemixIT-G 3.07 3.93 3.39

2, and 3 speakers in the ratio of 70%, 20%, and 10%, respec-
tively. Noise signals are from WHAM! [17] noise dataset and
CHiME-5 train set. We adopt a voice activity detection (VAD)
model [11] to automatically extract the in-domain noise from
the unlabeled CHiME-5 train set.

We use an online data generation strategy, randomly select-
ing a signal-to-noise ratio (SNR) to combine clean label and
noise signal, while SNR randomly ranges from 0dB to 25 dB.
A total of 50,000 room impulse responses (RIRs) are generated
using the HYB method [18]1, with random room size 5×3×3
to 8×5×5 and RT60 0.2-1s. Totally 30% of the clean speech is
convoluted with RIRs to simulate reverbed signals.

The other part of the paired noisy-clean data is generated
by UNA-GAN, which is used to finetune the teacher model.
We use CHiME-5 train set as unpaired noisy speech to train
the UNA-GAN, thus making it capable of generating in-domain
noise, even if the noise overlaps with human speaking and can-
not be simply separated using VAD. And for the RemixIT-G
training step, we only use the unlabeled CHiME-5 train set to
adapt the student.

3.2. Experimental results
To prove the performance of Uformer+ and select the optimal
training metric for MetricGAN, we first trained Uformer+ using
the LibriMix dataset, following the same data setup as the base-
line fully-supervised Sudo rm-rf model [19]. We test the SI-
SDR [20] on the reverberant LibriCHiME-5 dev set, the results
are shown in Table 1. Compared to the Sudo rm-rf, Uformer+
obtains an absolute improvement of 0.6dB in SI-SDR. For Met-
ricGAN, it appears that the optimal training metric is PESQ.

Table 2 shows the SI-SDR metric on the reverberant
LibriCHiME-5 eval set and Table 3 shows the DNSMOS met-
ric on the CHiME-5 eval subset. It is worth mentioning that
Uformer is a causal model with 9.46M parameters. We have
the following conclusions. First, Uformer+ has a better perfor-
mance than Sudo rm-rf. The increase of the parameters and
the use of MetricGAN have brought benefits. Second, UNA-
GAN is capable of learning a clean-to-noisy transformation and
adapting the speech enhancement model to the target noise by
simulated data. Third, RemixIT brings a large improvement on
SI-SDR. Through our improvements, RemixIT-G can also im-
prove the score of DNSMOS with the help of MetricGAN-U.

1https://github.com/marianne-m/brouhaha-vad
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